) NIGHTSTAR"

NightStar RT Installation Guide

Version 4.8

(RedHawk™ Linuxe)

£ concurrent

REAL-TINME November 2019



Copyright 2010-2019 by Concurrent-Real-Time. All rights reserved. Concurrent Real-Time and its logo are registered trademarks of
Concurrent Real-Time, Inc. All other Concurrent Real-Time product names are trademarks of Concurrent Real-Time while all other product
names are trademarks or registered trademarks of their respective owners.

Linux® is used pursuant to a sublicense from the Linux Mark Institute.

NightStar’sintegrated help system is based on Assistant, aQt® utility. Qtisaregistered trademark of Digia Plc and/or its subsidiaries.

NVIDIA® CUDA™ is atrademark of NVIDIA Corporation.

VirtualBox™ is atrademark of Oracle® Corporation.



Contents

1.0 Introduction . . . . . . .. 1
2.0 Supported Systems . . . . ... e 2
21 HostSystems . . . . . . . . . .. 2

2.2 TargetSystems . . . . . . . . ... 2

3.0 Installing NightStar RT . . . . . . . . . ... ... ... .. ...... 3
3.1 DVDInstallation . . ... .. ... ... ... ... ..., 3

3.2 Network Installation for CentOSand RedHat . . . . . . ... ... 4
3.2.1 Yum ConfigurationFile . . . . . . . ... ... .. ..... 5

3.2.2 InstallationviaNUU . . . . ... ... ... ......... 6

3.2.3 Installationvia YUMand DNF . . . . . ... ... ... ... 7

3.2.4 Additional Network Installation Issues . . . . . .. ... ... 7

3.3 Network Installation forUbuntu . . . . . .. ... ... ...... 8
3.3.1 APT Repository ConfigurationFile . . . . . . . ... ... .. 8

3.3.2 APT Installation Commands . . . . . ... ... ....... 9

3.3.3 NightStar 32-bit SupportonUbuntu . . . . . . ... ... .. 10

3.4 Know InstallationIssues . . . . . . . . ... ... ... ...... 11
3.4.1 32-bitlibrary dependency . . . . . . ... .. L. 11

4.0 NewinNightStarRT 4.8 . . . . . . . . . . ... .. ... ... 12
4.1 ChangesinNightview . . . . . . ... .. .. ... ........ 12
411 NewFeatures . . . . . . . . . . .. ... ... 12

4.1.2 Remote Debugging ssh Connections . . . . . ... ... .. 12

4.1.3 Package Reorganization . . . . . . . .. ... ... ... .. 13

4.1.4 CrossDebugging . . . . . .. . . . . . . ... ... .. 14

4.1.5 Understanding NightView Packaging . . . . . ... ... .. 15

4.2 Changesin NightTrace . . . . . . ... ... ... ... ..... 16
4.2.1 User Events On Kernel Timelines . . . . . .. ... ... .. 16

4.2.2 Bug Fixes for Hang Scenarios . . . . . . . ... ... .... 16

4.2.3 Bug Fixes for User Tracepoints Out of Sync with Kernel Events 17

4.2.4 Better Support for Large Numbersof CPUs . . . . . . . . .. 17
4.2.4.1 Controlling Kernel Timeline Creation . . . . . . . ... 17

4.2.4.2 Adjusting Timeline Preferences. . . . . . ... . ... 19

4.2.5 Improved PID Tracking for Kernel and User Trace Data . . . 19

4.3 Changesin NightTune . . . . ... ... ... .. ........ 20
4.3.1 NewFeatures . . . . . . . . . . . 20

4.3.2 Package Renaming . . . . . . . . .. ... .. ... ... 20

4.4 Changesin NightSim . . . . ... ... ... .. ......... 20

4.5 Changesin NightProbe . . . . . . ... ... ... ... ..... 21
4.5.1 Maintenance Release . . . . . . . .. ... ... ...... 21

5.0 Obtaining LicenseKeys . . . . . . . . . . . . ... . ... ..., 22
5.1 Removing NightStarRT . . . . . . . . . . . ... ... ... ... 22

6.0 Documentation. . . . . . . . ... 23
7.0 NightStar RT GUI Features . . . . . . . . . . . .. ... ....... 24
7.1 Movable and Resizable Panels . . . . . . . ... .. .. ..... 24

7.2 TabbedPages . . . . . . . . . . . . 27

NightStar RT Installation Guide Version 4.5-SR4



7.3 Context Menus . . . . . . . . e e e e 29

8.0 Overview of NightStar RT . . . . . . . .. .. .. ... ... ... .. 32
8.1 NightProbe . . . . . . . . . . . . ... ... 32

8.2 NightSim. . . . . . .. . . . . . 33

8.3 NightTrace . . . . . . . . . . . . . . . 34

8.4 NightTune . . . . . . . . . . . 35
8.5 NightView . . . . . . . . . . . . . 36

8.6 Datamon . . . . . . . . .. 37

8.7 Shmdefine . . . . . . . . ... 37
9.0 Getting Started . . . . . . . . ... 38
9.1 Capabilities . . . . . . . . . 38
9.1.1 Allowing NightView to Attach to Your Processes . . . . . .. 41

10.0 NightStar RT Licensing . . . . . . . . . . . . . . ... .. 42
10.1 License Keys . . . . . . . . 42
10.1.1 Selecting a Network Device for Licensing . . . . . . .. .. 43

10.2 License Requests . . . . . . . . . . .. ... . oo 43
10.3 License Server . . . . . . . ..o e 44
10.4 License Reports . . . . . . . . . . .. 44
10.5 Firewall Configuration for Floating Licenses . . . . . . . . . . .. 44
10.5.1 Serving Licenses witha Firewall . . . . . . ... ... ... 44

10.5.2 Running NightStar RT Tools with a Firewall . . . . . . . .. 46

10.6 License Support . . . . . . . .. a7
11.0 Architecture Interoperability . . . . . . . . .. ..o 48
11.1 X86 32 and 64 bit Interoperability . . . . ... ... ... .... 48
11.2 Intel and ARM64 Interoperability . . . . . . ... .. ... .. 49
12.0 Known Problems . . . . . . . . ..o 51
12.1 Problem: Position Independent Executables (gcc6) . . . . . . . . 51
12.2 Problem: Unable to attach to the target system . . . . . ... .. 51
12.3 Problem: Unable to debug on VirtualBox Systems . . . . . . .. 51
12.4 Problem: NightView Cannot Map Memory Segments . . . . . . . 52
13.0 Direct Software Support . . . . . . . . ... 53

NightSar RT Installation Guide Version 4.5-SR4



1.0.

Introduction

NightStar RT Version 4.8 isaproduction rel ease of NightStar RT running under Concurrent Real-Time's
RedHawk Linux.

NightStar RT version 4.8 isrequired for use with modern Linux distributions such as CentOS 8 and
Ubuntu 18.04. However, NightStar version 4.8 still supports older distributions as discussed in sections
“Host Systems” and “ Target Systems’ on page 2.

NightStar RT consists of the NightProbe data monitor, NightSim application scheduler, NightTrace
event analyzer, NightTune system and application tuner, NightView source-level debugger, Datamon
data monitoring API, and Shmdefine shared memory utility.

Installation instructions have changed in NightStar 4.8 -- pay particular attention to URLs used in
network installation as described in “Network Installation for CentOS and Red Hat” on page 4 and
“Network Installation for Ubuntu” on page 8, as they have changed.

For a general description of NightStar, refer to “Overview of NightStar RT” on page 32.
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2.0.

2.1

2.2.

Supported Systems

Prerequisites for NightStar RT Version 4.8 for both the host system and target system are as follows:

Host Systems
Any of the following Linux distributions:

* Concurrent Real-Time Red Hawk Linux 2.3 - 8.0
* Red Hat Enterprise 4 - 8
¢ CentOS6-8
* Ubuntu 16.04, 18.04, 19.04
* Fedora25-30
* Debian7-10
running on Intel and AMD x86_64 processors and selected ARM64 systems.
Native Intel 32-bit support is still available for CentOS and RHEL systems running 6.5 or earlier.

NightStar supports 32-bit Intel programs on x86_64 hardware.

Target Systems

RedHawk Linux isrequired for all target systems.

NightStar supports any Intel or AMD x86_64 systems running the RedHawk Linux kernel.
The following ARM 64 systems are supported:

* The X-C1™ platform from Applied Micro Circuits Corporation

- From NVIDIA™ Corporation, the Jetson TX1, TX2, Drive PX2, Xavier and Nano
development kits.

NightStar RT Installation Guide Version 4.8



3.0. Installing NightStar RT

There are three methods of installing NightStar RT.
- DVD Instalation
- Network Installation for CentOS and Red Hat

- Network Installation for Ubuntu

IMPORTANT

- Bef or e actual installation, it is highly recommended that you read the entirety
of which ever installation method you have selected

If you have NightStar icons on your desktop, remove them before proceeding with theinstallation. After
installation is complete, reinstall theicons using the following command when logged in as your normal
user:

fusr/lib/N ghtStar/bin/install _icons

3.1. DVD Installation

Toinstall NightStar RT using the NightStar RT Installation DVD:

- Insert the NightStar RT Installation DVD in the DVD-ROM drive; on newer
systems it will automatically mount at one of the following locations:

e /nedia/NghtStar-RT-4.8
e /run/ nmedi a/ {user-nane}/ N ght Star-RT-4. 8

- If the DV D does not auto-mount, mount the DVD-ROM drive in a manner simi-
lar to the following:

[ -d /mt/cdrom] || nkdir /mt/cdrom
mount -t 1s09660 -o ro /dev/sr0 /mt/cdrom

Your DVD device may be something other than / dev/ sr 0.

During installation, if you are on ax86_64 system, you may be asked if you want to include 32-bit
debugging support. If not asked, it means the installation script aready sees that 32-bit debugging is
desired and will install the appropriate packages automatically. Thisissueisstrictly related to
NightView -- see “Understanding NightView Packaging” on page 15 for more details on NightView

packaging.

- Double-click on the DVD icon including the notation NightStar RT4.8 on
your desktop.

- Double-click ontheicon labeled Launch Install Script.
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3.2.

NOTE

If you are not using afile browser to access the DVD or theicon fails to appear on your desktop,
change the current working directory to the directory where the DVD is mounted and invoke the
following script:

.linstall-nstar

IMPORTANT
If attemptstoinvoke. /i nstal | - nst ar are unsuccessful and generate a message similar to
unabl e to exec...

or if theLaunch Install Script immediately exits without useful information, it may be that your
system has been configured to prevent execution of scripts from mounted CDs. If thisisthe case,
the mount options would have included the noexec option. You can correct this problem by exe-
cuting acommand similar to the following:

nmount -o0 exec, r enount mountpoint

NOTE

Theinstallation step above installsthe entire NightStar product on your system. For embedded sys-
tems, you may only want to install the target-side portion of NightStar and do all GUI operations
from another system targeting your embedded system. To install the target-side portion only,
change the current working directory to that of the mounted DV D and invoke the

i nstal | -nstar-server scriptinstead.

Double-click ontheicon labeled Install Desktop Icons.

NOTE

Since you are running as root, these icons will only beinstalled on root's desktop. To install these
on your normal user's desktop, run the following script when logged on as your normal user:

/fusr/lib/NghtStar/bin/install _icons

Network Installation for CentOS and Red Hat

Network installation is accomplished via https://redhawk.concurrent-rt.com using any of the following
commands: nuu, yumor dnf . nuu isConcurrent Real-Time's Network Update and installation Utility.

Use of nuu is preferred because it manages your r edhawk. concurrent -rt. comloginand
password required to access the repositories.

If you do not have NUU installed on your system but wish to useit, visit the following URL and follow
the instructions on installing and configuring NUU and then return to the section below:

http://redhawk.concurrent-rt.com/networ k/yum.htmI#NUU
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3.2.1.

Yum Configuration File
Regardless of the command you use, the following configuration file must be present on your system:
/etc/yumrepos.d/ccur-nstar-rt.repo

Createthefileif it does not yet exist. Edit the file so that it has the proper content as described below,
replacing the colored italicized text with your specific information.

[ccur-nstar-rt]

name=NightStar RT

baseurl=https://redhawk.concurrent-rt.com/buffet?L ogin=login& Password=pass-
word& path=NightStar/RT/version/di st r o/$basearch

gpgcheck=0

enabled=1

IMPORTANT

The critical line in the file is the one that starts with “baseurl”
and ends with “$basearch”. It must be on one continuous line
without any spaces or line breaks (regardless of how it might
appear in this document).

The bold green portions above must be replaced with the Login | D and Password assigned to you by
Concurrent Real-Time. That information is included in a cover letter which shipped with your system
and/or software. The Login ID isalso your SiteID, which typically startswith LI or LA followed by 5-7
decimal digits. If you cannot readily locate these val ues, please contact Concurrent Real-Time Software
Support as shown in the support section entitled “Direct Software Support” on page 53. Y ou can set the
"enabled" variable on the last line of the file to O until you are able to fill in the information.

The NightStar version component in italicized bold red is the NightStar version, and must be one of the
following:

41, 4.2, 43, 44, 45, 46, 4.8 or current

Use4.8for thisrelease of NightStar. Alternatively, usethevaluecurrent. Itisaplaceholder for the most
current production release. Using current for the value is recommended so that you will always have
access to the latest production release of NightStar; e.g. when NightStar 5.0 is released.

NOTE:

In previous releases, the value RedHawk was used in place of
current; either are acceptable but the former handle is being
deprecated.

Starting with NightStar version 4.8, the base URL mustincludethedi st r o componentinitalicized bold
blue -- aLinux distribution abbreviation. Use one of the following values that best describes your
system’ s distribution:
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3.2.2.

Linux Distribution Abbreviations

Distribution Abbreviations
CentOS rhel 6, rhel 7, rhel 8
rhel 3, rhel 4, rhel 5, rhel 6,
RHEL rhel 7, rhel 8
Ubuntu ubul6, ubul8, ubul9
Debian deb10
IMPORTANT:

If specifying a NightStar version prior to 4.8, omit the /di s -
t r o component completely.

Generaly, you should not replace the characters $basearch with any other value. The path should end in
$basearch, which isaYUM variable which is automatically set by yum utilities.

Y our configuration file might look like the following:

[cecur-nstar-rt]

name=NightStar RT

baseur|=https://redhawk.concurrent-rt.com/buffet?L ogin=L A12345& Pass-
word=secret& path=NightStar/RT/4.8/r hel 8/$basearch

gpgcheck=0

enabled=1

IMPORTANT

Thecritical line in the file is the one that starts with “baseurl”
and ends with “$basearch”. It must be on one continuous line
without any spaces or line breaks (regardiess of how it might
appear in this document).

Installation via NUU
Once NUU isinstalled, you can install or upgrade to this release by invoking NUU as follows:
/fusr/bin/nuu --disabl erepo=ccur-* --enabl erepo=ccur-nstar-rt

If you have not yet used NUU to install or update from Concurrent Real-Time product repositories, you
may be prompted for your login and password information.

If NightStar RT isnot already installed you will need to change NUU’smodeto Installable, asit defaults
to Updateable. This setting can be selected from a drop-down menu located in the upper right quadrant
of themain window. Once set, you should be ableto locateccur - Ni ght St ar - RT- RedHawk inthe
list of packages. Select that package for installation and click the Appl y button. That package's
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3.2.3.

3.2.4.

dependencies will cause the entire NightStar RT product to be installed, except for optional NightView
packages related to cross-debugging. See “Understanding NightView Packaging” on page 15 for more
information.

If NightStar RT is aready installed on your system, any out of date packages will be in the updateable
list on the screen. Select them for update and click the Appl y button.

IMPORTANT

When updating be careful. Make sure you are not accidentally
updating your entire system unlessthat is your intention. After
hitting Appl y NUU will pop up adialog which will show you
exactly which packages will be updated. Carefully examine
that list before proceeding. All Concurrent Real-Time pack-
ages start with a ccur- prefix.

The QuickStart.pdf document included in the NUU download kit obtained from
http://redhawk.concur rent-rt.com/networ k/yum.htmI#NUU explains how to use NUU in more
detail.

Remember to explicitly install ccur - nvi ew i 386-target.i 386 and
ccur-nvi ew i 386- support.i 386 onx86 64 target systems where you wish to debug 32-bit
programs.

Installation via YUM and DNF

On modern RPM-based systems, the y umcommand has been replaced by the dnf command. Interms
of the installation commands below, you may use yumor dnf interchangeably, if the latter exists.

Toinstall NightStar RT for the first time, use the following command:

yum - - di sabl erepo=ccur-* --enabl erepo=ccur-nstar-rt install \
ccur - Ni ght St ar - RT- RedHawk

To update NightStar RT, use the following command:

yum - - di sabl erepo=ccur-* --enabl erepo=ccur-nstar-rt update \
‘cecur-n[Av]*

Remember to explicitly install the i386 NightView packages shown in the following command on
x86_64 system where you wish to debug 32-bit programs:

yum - - di sabl erepo=ccur-* --enabl erepo=ccur-nstar-rt install \
ccur-nvi ewi 386-target ccur-nvi ew i 386-support

Additional Network Installation Issues
Do not attempt to update or install the following obsol ete packages:

¢ ccur-NightView, ccur-NightView-docs-rt, ccur-Nviewp, ccur-Nview-ptrace
® ccur-ntunecommon, ccur-ntuneserv

* ccur-ntracelog, ccur-ntraceapi
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3.3.

3.3.1.

® ccur-nsimserver

® ccur-nprobeserv

NightStar RT 4.8 replaces those packages with new ones with different names. Normally, all these
obsoleted packages will be removed during a DV D installation or yum/nuu update in favor of the
newly required packages so you should not have to deal with them. If you havetroublein thisarea
try forcing the removal of these packages manually via:

rpm-e --nodeps probl ematic-obsol et e- package- i st
and then retry theinstall.

If you experience any problems during the update or installation process, please contact Concurrent
Real-Time support (see “Direct Software Support” on page 53).

After installation, you can keep your system up to date interactively using or eveninstall acr on
job to update your system nightly; e.g.:

10* * * Jusr/bin/yum-y --disabl erepo=* \
--enabl erepo=ccur-nstar-rt update ccur-n[~v]* ccur-qt \
ccur - dat anon ccur - shndefi ne

If you are updating an x86_64 system and wish to continue to be able to debug 32-bit programs natively,
youwill needto explicitly install ccur - nvi ew i 386-t ar get . i 386. If youplantorunNightView
(nview) directly on the system (as opposed to only using the system as the target when remote
debugging), you should aso install ccur - nvi ew i 386- support.i 386. See“Understanding
NightView Packaging” on page 15 for more information.

Network Installation for Ubuntu

Installation of NightStar RT on Ubuntu and Debian systemsis easily accomplished using apt -- the
standard installation method for those distributions.

Concurrent Real-Time's public key should be added to the apt key ring using the apt - key command
as shown below. Note that the public key file is also present on the Installation DVD.

wget http://redhawk. concurrent-rt.com network/ ccur-public-keys
apt - key add ccur-public-keys
APT Repository Configuration File

The URL for the NightStar RT repository definition must be customized with your
redhawk. concur rent - rt. comlogininformation as well as your specific Linux distribution.

Createafilecaled ccur-nstar. | i st inthedirectory/ et c/ apt/sources. list.d withthe
following content, substituting the italicized colored text with information specific to your system:

deb [arch=arches] \
http://redhawk. concurrent-rt. coni ubuntu/ | ogi n/ password/ ni ghtstar \
48 rt distro
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3.3.2.

IMPORTANT

The repository definition line staring with “deb” and ending in
distro described above must be on a single line, regardless of
how it may appear in your browser or PDF viewer above.
Remove the backslash characters and separate all six compo-
nents with a single space.

The ar ches component shown in italicized bold olive should be one of the following entries:
* and64
* and64, i 386 (usethis on and64 systems where you wish to link 32-bit programs)

* arnb4

Thelogin and password fieldsare your login and password for redhawk.concurrent-rt.com. Thesevalues
are documented on the cover letter you received with your system or software purchase. Thelogin
portionisalso called your siteID. SiteIDstypicaly start with L1 or LA, followed by 5-7 decimal digits.

Starting with NightStar version 4.8, the descriptor should includethe di st r o component -- a Linux
distribution abbreviation. Use one of the following valuesthat best describes your system’ sdistribution:

Linux Distribution Abbreviations

Distribution Abbreviations
Ubuntu ubul6, ubul8, ubul9
Debian deb10

IMPORTANT

If specifying a NightStar version prior to 4.8, omit thedi st r o
component completely.

A common deb definition line would like as follows:
deb [arch=and64, i 386] \

http://redhawk. concurrent-rt. conf ubunt u/ LA12345/ secret/ ni ght star \
48 rt ubul6

all on oneline, without the backslash (\) characters and single spaces separating the six components.

APT Installation Commands

Forcethe apt system to reread the repository source list. Issue the following command (do not be
concerned about the word update, apt - get will not change any packages as part of this step):

apt - get update
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3.3.3.

If NightStar has not yet been installed, issue the following command:
apt-get install ccur-nightstar-rt

However, if NightStar is aready installed on your system, you need to issue a more specific command,
as shown here:

apt-get install ccur-n[”v]* ccur-qt ccur-datanmon ccur-shndefine

NightStar 32-bit Support on Ubuntu
NightStar still supports 32-bit programs being built, run, and debugged on 64-bit systems.

In order to install 32-bit packages on an x86_64 system you may need to add i386 to the list of supported
package architectures. Y ou can check to seeif your system already allowsi386 packagesto beinstalled
by issuing the following command:

dpkg print-foreign-architectures
To add 1386 to the list of architectures, execute the following command:
dpkg add-architecture i 386

and ensurethat / et ¢/ apt/ sources. list.d/ccur-nstar-rt.|ist specifies
[arch=and64, | 386] (see“APT Repository Configuration File’ on page 8).

Once you' ve ensured the system has i386 support, run the following two commands
apt-get update

apt-get install ccur-nstar-i386-target.i 386 \
ccur-nstar-i 386-support.ii386 \

ccur-ntrace-api-libs \
ccur-ntrace-java-libs \
ccur - nprobe-api -1ibs
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3.4. Know Installation Issues

The following sections describe known complexities for installing NightStar RT.

3.4.1. 32-bit library dependency

The NightView server package, ccur - nvi ew-t ar get . x86_64 no longer has a requirement on
32-bit libraries. If you want to debug 32-bit programs running on x86_64 hit systems, you now need to
install ccur - nvi ew i 386-t arget.i 386. Typicdly, CentOS and Fedora systems have the
required 32-bit library packages readily available in network repositoriesaswell ason DVD media. For
Red Hat, you may need a subscription in order to obtain the support packages. If you do not have a
network connection when you install NightStar, you may need to manually install such packagesto
satisfy the requirements. See “ Cross Debugging” on page 14 and “ Understanding NightView
Packaging” on page 15 for more information.
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4.0.

4.1.

4.1.1.

4.1.2.

New in NightStar RT 4.8

Apart from bug fixes and minor enhancements, the original 4.5 rel eased added aarch64 (aka ARM64) to
the family of supported NightStar architectures.

NightStar 4.8 includes the following additional featuresin NightTrace, NightTune, and especially
NightView.

Changes in NightView

New Features

NightView 7.8, acomponent of NightStar RT 4.8, includes the following new features since NightStar
4.5,

* A Memory Segments panel which improves on the ‘info memory’ command

* A Binary View panel and editor - search memory, select size, view ASCII and in-line
editing of the underlying bytes.

e Support for the NVIDIA Jetson TX2 development kit as well as the NVIDIA
PX2-Drive.

* Support for CUDA 9.0, 9.2, and 10

¢ Added native character support in source code strings and comments in Source pan-
els, supporting Latin-1 and UTF-8 encodings.

¢ Contains pretty printersfor Qt 5 QString, QList, QVector, QMap, etc
NightView 7.5 added the following features:

* Reduced disk, memory, and CPU footprint for target systems

Reduced package dependencies for target systems
¢ Debugging of aarch64 systems, including cross debugging from x86_64

Unrestricted debugging of 32-bit x86 applications on x86_64 systems

Remote Debugging ssh Connections

When remote debugging, NightView uses ssh to connect to the target system. Multiple connection are
required - up to three for each remote session. As such, NightView may prompt you multiple times for
authentication information for the same target system. The best way to avoid multiple authentication
requestsisto usean ssh agent (seessh- agent ( 1) ) with pre-loaded authentication keys. If properly
configured, NightView would then only prompt you for authentication information if the target system
rejects your agent-supplied keys.

An alternativeisto use ssh control path forwarding. Thisprovidesfor port forwarding across an active
ssh connection. Currently NightView uses this feature sparingly, because some recent Linux
distributions have problems setting up port forwarding when using control path forwarding; e.g. aninitial
ssh connectionsuchasssh -M -0 file target, and subsequent ssh port forwarding commands
referencing the connection master.
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4.1.3.

Y ou can fully enable this feature in NightView by setting a debug flag in your NightView session:
set - debug use-control - pat h-f orwar di ng=1

When fully enabled, attemptsto create the second or third ssh connection to thetarget system may hang.
Our experience isthat if they do not hang and actually do connect, they operate correctly.

To completely disable control path forwarding, use the following NightView command:
set -debug no_ssh _port _forwardi ng=0

We recommend that you use an ssh agent (ssh- agent (1) ) with pre-loaded authentication keys. If set
up properly, you can avoid having to interactively provide authentication information, regardless of the
port forwarding scheme in use.

Package Reorganization
NightView 7.6 changed the names of NightView packages from previousreleases. The old packages:

* ccur-N ghtView
* ccur-Nvi ewp
* ccur-Nview ptrace

* ccur-N ghtVi ewdocs-rt
will be replaced during the installation or update of NightView 7.6 by the following new packages:

® ccur-nview

® ccur-nviewtarget

* ccur-nview ${arch-tag}-support
® ccur-nview docs-rt

® ccur-nviewi386-target (insome cases)

NOTE

If you already have 32-bit debugging capabilities on your
x86_64 system, you may have to manually install the
ccur-nvi ew i 386-t arget package. Thisissueisdis-
cussed in more detail in “Network Installation for CentOS and
Red Hat” on page 4.

Each NightView installation will includeits native architecture support package. Thisallowsit to debug
native architecture programslocally aswell as being able to debug same-architecture programs running
on different target systems. We call the later “remote debugging”. Remote debugging requires that an
ssh connection can be made by NightView from the host system to the target system.

For situations where you have constraints on the target system’ s resources, you can reduce the
installation to aminimal set, generally NightView packagesccur - nvi ewt ar get and
ccur-nstar-fs. You caninstall these target-side packagesusing thei nst al | - nst ar - server
command found in the base directory of the DVD:

NightStar RT Installation Guide Version 4.8
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4.1.4.

./install-nstar-server --nview

If using arepository, install the package called ccur - Ni ght Vi ew Ser ver :
yuminstall ccur-N ghtVi ew Server

Such “server” or “target” packages are available for each of the five tools.

Y ou can install them individually using commands similar to the above, or you caninstall all target-side
packages viathe DVD by omitting the - - nvi ew argument:

./linstall-nstar-server
or simply:

yuminstall ccur-N ght Star-Server

NOTE

NightStar generally requires that the openssh-server (ssh
server) package be installed on the target system for remote
debugging sessions.

Cross Debugging

We use the term cross-debugging for the case of a remote debugging session between a host and target
system with differing architectures. Cross-debugging requires the installation of additional

ccur - nvi ew *- support packagesonthehost systemandccur - nvi ew i 386-t ar get ontarget
1386 and x86_64 systems that wish to debug 32-bit applications.

NightView on i386 supports cross-debugging to x86_64 and aarch64 target systems. To usethe
cross-debugging features, the host system requires the installation of the
ccur - nvi ew and64- support or ccur - nvi ew aar ch64- support package, respectively.

Similarly, NightView 7.6 on x86_64 supports cross-debugging to i386 and aarch64 target systems. This
requiresthat ccur - nvi ew i 386- support orccur - nvi ew aar ch64- support beinstaled on
the host, respectively. The previous NightView restriction of requiring a separate 32-bit shell for 1386
debugging has been lifted. You can now even debug i386 programsthat are exec’d (seeexec( 2))
from x86_64 programs, and vice versa.

IMPORTANT

In order to debug 32-bit x86 programs oni386 and x86 64 tar-
gets, the ccur - nvi ew-i 386-t ar get package must be
installed on the target. Thisisanew requirement under Night-
Star RT 4.8.

At the current time, NightView 7.6 on aarch64 systems does not support cross-debugging to i386 or
x86_64 targets. However, you can still do remote debugging from an aarch64 host to an aarch64 target
system.

Read the next section to better understand NightView packaging.
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4.1.5. Understanding NightView Packaging

NightView is organized into severa packages for flexibility and to allow you to reduce the target
NightView footprint.

To best understand these packages, the following lists are presented by architecture.

NightView Packages on i386 (32-bit x86)

Host System

ceur-nview.i386

ccur-nview-i386-support.i386

ceur-nview-docs-rt.i386

ccur-nview-amd64-support.i386 (optional - needed to target x86_64 systems)
ccur-nview-aarch64-support.i386 (optional -- needed to target aarch64 systems)

Target

ccur-nview-target.i386

ccur-nview-i386-target.i386

Often, the host and target are the same system since you normally want to debug natively. Itisrec-
ommended that you install both target packages shown above on al 1386 host systems.

When installing from the DVD, thei nst al | - nst ar script will automatically install al required
host and target packages on the system.

When installing from arepository using nuu, yum apt - get or other standard network installa-
tion utility, you must explicitly install any optional packages you desire.

NightView Packages on x86_64 (64-bit x86)

Host System

ccur-nview.x86 646

ccur-nview-amdé4-support.x86_64

ccur-nview-docs-rt.i386

ccur-nview-i386-support.i386 (optional -- needed to debug 32-bit programs)
ccur-nview-aarch64-support.i386 (optional -- needed to target asarch64 systems)

Target

ccur-nview-target.x86_64

ccur-nview-i386-target.i386 (optional -- needed to debug 32-bit programs on x86_64)

NightStar RT Installation Guide Version 4.8
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4.2.

4.2.1.

4.2.2.

Often, the host and target are the same system since you normally want to debug natively. Itisrec-
ommended that you install the ccur - nvi ewt ar get . x86_64 on all x86_64 host systems.

When installing from the DVD, thei nst al | - nst ar script will automatically install al required
host and target packages on the system. Unless the script determines you aready have 32-hit
debugging support, it will ask you if you want to debug 32-bit applications on the x86_64 system.

When installing from arepository using nuu, yum apt - get or other standard network installa-
tion utility, you must explicitly install any optional packages you desire.

IMPORTANT

It is worth reiterating the paragraph immediately above. You
could lose existing 32-bit x86 debugging support on an x86_64
system when updating via a network repository. You must
explicitly install the optional packages because the existing
package dependencies will not install them for you. Once
installed, any subsequent updates for those package will be
included in subsequent network update actions related to
NightStar RT.

NightView Packages on aarch64 (ARM64)

Host System

® ccur-nview.aarch64
® ccur-nview-aarch64-support.aarch64

® ccur-nview-docs-rt.noarch

Target

® ccur-nview-target.aarch64

Changes in NightTrace

NightTrace 7.6, acomponent of NightStar RT 4.8, includes the important bug fixes. The features added
in NightTrace 7.5 are also included in the following sections.

User Events On Kernel Timelines
If user trace datais present with kernel trace data, it isautomatically displayed on kernel timelines. Each

CPU stanza now includes arow for user events that occur on that CPU. A future update will provide
more control over this feature.

Bug Fixes for Hang Scenarios

NightTrace hasfixes for hang situations that sometimes occurred when controlling two daemons at once
viathe GUI.
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4.2.3. Bug Fixes for User Tracepoints Out of Sync with Kernel Events
The problem sometimes occurred with large data sets -- the bigger the more likely it would appear.

This problem has been fixed.

4.2.4. Better Support for Large Numbers of CPUs
NightTrace has improved support for kernel timeline displays on systems with large numbers of CPUSs.

* You can now seeal CPUsin akernel timeline page by scrolling upward -- in previous
versions, CPUs 48 and above were cut off even at the top-most scroll bar position.

* Multi-column kernel timeline pages are now generated automatically once you reach
the CPU column threshold which defaults to 12. The maximum number of
side-by-side columns of CPU stanzas has been raised to four -- the previous maxi-
mum was two. See“Controlling Kernel Timeline Creation” on page 17.

* The ordering of CPUs on a kernel timeline now allows for bottom-up ordering, with
CPU 0 at the bottom of the column. Top-down ordering is till the default, but it may
not be the default in the next full release of NightTrace.

* NightTrace now provides atweak setting for kernel stanza row heights. It allows for
a+/- pixel height adjustment applied after NightTrace has calculated what it thinksis
the appropriate row height.

4241, Controlling Kernel Timeline Creation

The Custom Kernel Timeline dialog has been changed to provide the user with more control as
shown below.
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L] Create Custom Kernel Timeline
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[0 pixels [£] Row Height Tweak

[CreateTimeIineH Reset H Cancel H Help

Figure 2-1. Create Custom Kernel Timeline Dialog

In the options group area, four new options have been added. They control the format of the kernel
timeline you are about to create.

Aggressively Conserve Height

When checked, NightTrace will aggressively calculate row height by reducing the pixel height
of rows even if the outlying ascent and decent pixels of the font get cut off.

If vertical spaceisnot asignificant concern, un-check this box.

Number of CPU Columns

NightTrace now supports up to 4 side-by-side columns of CPUs. This reduces the width of the
visible timeline but may be useful with wide monitors.

Thisvalueisinitialy set by NightTrace based on the number of CPUsto display and your CPU
threshold preference. You can always get a single column timeline by setting the value to one.

You may also wish to modify your threshold preference as described under “ Adjusting Time-
line Preferences’ on page 19.

CPU Display Order
Controlsthelogical ordering of CPUsin acolumn. Bottom Up will put CPU 0 at the bottom

of the column, while the more traditional NightTrace method puts CPU 0 at the top of a col-
umn.
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4.2.4.2.

4.2.5.

Bottom Up may be preferred in cases where you want to concentrate on CPUs on the first
chip, whereas the highest numbered CPUs will likely be off the screen -- requiring you to
scroll up.

Row Height Tweak

This setting provides you with some additional control relating to row height. Here you can
add or subtract pixels from the NightTrace-selected value. The valueis applied after Night-
Trace takes al other things into consideration.

Adjusting Timeline Preferences

Timeline Layout
Bottom Up |~ | CPU Display Order
8cpus |+ Column CPU Threshold
| Aggressively Conserve Height

Y

0 pixels 5| Row Height Tweak

Figure 2-2. Timeline Portion of the Preferences Dialog

Here you see similar preferences as shown in the Custom Kernel Timeline dialog. These settings
are consulted by NightTrace when it creates a default kernel timeline. While preferences can be saved
for use in subsequent sessions, you can also change preferences for the duration of the current session,
allowing you to experiment.

The Preferences dialog can be found on the File menu.

Improved PID Tracking for Kernel and User Trace Data

The ability to provide a program name along with aprocess ID greatly enhances the readability of trace
data

Inthe past, process nameswere available for amajority of trace events, but there were many caseswhere
only the PID was available. Such casesincluded processes seen at the start of kernel tracing before any
context switching had occurred as well as processes that were started after kernel tracing started but
exited before kernel tracing stopped.

With this release, NightTrace has enhanced process name determination. Most al events now have
process names as well as PID values. Thisincludes user events when accompanied by kernel events.

However, there are some limitations. Much of process name determination happens retroactively, as
more trace datais consumed.

While using ntrace to view trace datafrom files, you should encounter few eventswithout process names.

However, when streaming trace events, there will be timesinitially where the process name may not be
available, but those will subsequently be identified as more trace data is consumed.

The NightTrace Analysis APl hasasimilar limitation. Full process name determination cannot be
completed until data from the end of atraceis consumed. Thusif you want to ensure that all process
names are determined, you should use code similar to the following:
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4.3.

4.3.1.

4.3.2.

4.4.

#i ncl ude <ntrace_anal ysi s. h>
tr t =tr_init()
-- Ensure the end of trace data has been seen

while (tr_next_event(t)!=TR EOF){}
tr_seek(t,0);

-- Now install your conditions and states and cal |l back
-- functions and start processing for real.

Whilethisiswasteful in terms of processing, it is effective. A more elegant solution isbeing considered
for the future.

Changes in NightTune

New Features
NightTune 3.8 now supports CUDA 9.2 and 10.0.
The previous version of NightTune (3.7), added the following new features:

* Support of CUDA 7.5. 8.0 and 9.0 on x86_64 systems (with NightStar RT 4.5-SR4).

¢ Addition of a PCI Panel which graphically shows the layout of PCI devices, ports,
bridges, and buses. You can easily see devices which share IRQs by simply selecting
adevice in the panel -- those that share an IRQ will be highlighted in red. The panel
also provides users insight into how a specific PCI device might be affected by other
PCI traffic.

Package Renaming

NightTune 3.7 renamed a few of its packages, making the previous names obsolete. Packages
ccur - nt uneser v and ccur - nt unecommon have been replaced with ccur - nt une- server and
ccur-ntune-util s, respectively.

During installation the old packages will be replaced with the new packages.

Changes in NightSim
Changes to the graphical interface were minor, but worth mentioning.

* Provides better notification when the scheduler is stopped while viewing the Monitor
page. Thisindication helps avoid user confusion when the scheduler stops due to an
outside influence; e.g. one of the processes on the FBS hits a breakpoint in a debugger
or the scheduler is stopped by another party.

¢ Added a handy icon and keyboard shortcut (Ctrl+D) for clearing performance moni-
toring history on the Monitor page.
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4.5. Changes in NightProbe

451. Maintenance Release

NightProbe 4.4, a component of NightStar RT 4.8, did not change significantly from the previous
versions. The new releases contain bug fixes and adjusted package dependencies.
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5.0.

5.1.

Obtaining License Keys

The NightStar RT Version 4.8 software uses the same license manager and license features as the
previous version of NightStar RT 4.*. If you already are using NightStar RT, you do not need to obtain
new licenses.

Permanent License Keys

- If you have purchased NightStar RT, you can obtain your permanent license keys
at the following URL:

http://concurrent-rt/custom-support

You will need your site ID, your email address, and your system identification number which was
displayed during product installation. You can obtain that number again by running the following
command on the system where the license keys will be installed:

/usr/bin/nsl madmn --code

See “NightStar RT Licensing” on page 34 for more detailed information about the NightStar License
Manager (NSLM).
Removing NightStar RT

To remove NightStar RT, mount the DVD or 1SO image as described in “DVD Installation” on page 3
and execute the following command as root:

./ renove- nst ar
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6.0. Documentation

The following table lists the NightStar RT 4.8 documentation available from Concurrent Real-Time.

NightStar RT Version 4.8 Documentation

Manual Name Pub. Number
NightStar RT Installation Guide (Version 4.8) 0898008-4.8
NightStar RT Tutorial (Version 4.8) 0898009-160
NightProbe User’s Guide (Version 4.4) 0898465-120
NightSm User’s Guide (\Version 4.5) 0898480-080
NightTrace User’s Guide (Version 7.6) 0898398-200
NightTune User’s Guide (Version 3.8) 0898515-050
NightView User’s Guide (Version 7.7) 0898395-400
Data Monitoring Reference Manual 0898493-030
Quick Reference for shmdefine 0898010-060

PDF versions of this Installation Guide and all other documents listed above can be found at the
following locations:

- thedocunent at i on directory of the NightStar RT Installation DVD

- online at http://redhawk.concurrent-rt.com/docs

- thedirectory / usr/ shar e/ doc/ N ght St ar/ pdf after installation
After installation, HTML versions of all these documents can be accessed via:

- theHelp menu from any the NightStar tool

- thecommand/ usr/ bi n/ nhel p

- inthedirectory / usr/ shar e/ doc/ N ght Star/ htm
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7.0.

7.1.

NightStar RT GUI Features

Some of the common features of the NightStar RT Tools graphical user interface include:

* movable and resizable panels
¢ tabbed pages
* context menus

Movable and Resizable Panels

The NightStar RT Toolsallow the user flexibility in configuring the graphical user interface to suit their
needs through the use of resizable and movable panels.

For instance, consider the default configuration for NightTune. When NightTune isinvoked, the
graphical user interface looks similar to the following figure:

= NightTune - 0O x

File Wiew Monitor Jools Help

P EAéa Al &=2»IRR J o X

narf Process List: narf CPU Shielding and Birding:
| PIDI!(-CPUI cpulAﬂinwl Ni:el PriI Command - | narf: Int=l(R) Pentium(R) 4 CPU 3 00GHz |
- gy Users =i >ystem 3

| jefth EERIpD

= CPUO [Procs:0 Threads:o ]
@ mdnsd CPU 1 [Procs:0 Threadso ]
H- @ messageb
& my=al
G- @ nobody
@ ntp
G- @ postfix
@ root
G- @ sms
ﬁ WAL rarf CPU Usage
CPUO [T
CPU T |
o 100

o BB [

|

To move one of the panelsin the current page, left-click on the title bar for the panel you wish to move
and begin to drag the panel to the desired location. The application will respond by creating space on the
page based on where you move the panel while resizing and moving the other panels accordingly.
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For instance, to movethe CPU Usage panel abovethe Process List panel, left-click on thetitle bar
of the CPU Usage panel and begin to drag it up and to the left. NightTune will respond by creating
space above the Process List panel as shown in the figure below:

NightTune
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&)
C|
8
P
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¥
]
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o @
ﬁnomdy
G @
g @
G @
[ra i |

Release the mouse button when NightTune has opened a space where you desire and NightTune will
place the panel in that location. The CPU Usage panel now residesin the upper |eft corner of the
NightTune display.

b NightTune O x

File  Wiew Monitor Tools Help

P> Il 0 o=+ 3S § el Xo
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Lo [G58E ]
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3 jefth

@
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If an empty space does not appear where you desire it, try increasing the size of the main window,
decreasing the size of the undocked panel, and moving an alternative edge of the undocked panel near
where you want to place it.
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Panels can be resized by left-clicking on the separator between the panels and dragging it to the desired
size. For instance, to increase the height of the Process List panel (and thereby decrease the height of
the CPU Usage panel), left-click on the separator between the two panels (the cursor will become a
double-headed arrow) and drag the separator until the panels are the desired size.
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EEEEERERR
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Another feature of the NightStar RT Tools graphical user interface is the use of tabbed panels. Tabbed
panels alow you to maximize your GUI real estate by placing two or more panelsin the same location.
Y ou can then switch between the panels using the tabs created.

In our example, we can configure NightTune so that the CPU Shielding and Binding panel and the
CPU Usage panel share the same space. Left-click on thetitle bar of the CPU Shielding and
Binding panel and drag it beneath the CPU Usage panel until you see atab labeled “ CPU Usage’
created at the bottom of the CPU Usage panel as shown in the figure below.

= NightTune — O x
File Wiew Monitor Tools Help
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7.2.

Rel ease the mouse button and NightTune placesthe CPU Shielding and Binding panel in the same
location asthe CPU Usage panel and creates two tabs underneath enabling you to switch back and
forth between the two.
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Tabbed Pages

The NightStar RT Tools alow the user to maintain multiple views of data and the mechanisms that
mani pulate that data within each application through the use of tabbed pages. By default, only one page
is displayed when the tool isinvoked.

In our NightTune example from the previous section, we can create another page in which to display a
different set of data. For instance, perhapswe would like to monitor disk activity, interrupt activity, and
memory activity but do not want to clutter up our original page.
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Select Add Page from the View menu. NightTune will create two tabbed pages; our origina pageis
placed under the first tab and a new empty page will be presented under the second.

File Wiew Monitor Tools Help

PP Al A &= f e X

2

To add the desired NightTune panels, click on the Monitor menuitem. Y ou will be presented with a

menu of panelsto choose from. Select the Disk Activity menuitem and then select Bar graph pane
from the sub-menu. The Disk Activity panel displaying the information in bar graph format is added
to our new page.
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File Wiew Monitor Tools Help
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7.3.

Select Bar graph pane fromthe Interrupt Activity sub-menu. TheInterrupt Activity panel is
added to the page.

5] NightTune — O x
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Select Bar graph pane fromthe Memory: Physical sub-menu. The Memory Physical panel is
added to the page.
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Our new page now contains the Disk Activity, Interrupt Activity, and Memory Physical panels
al displaying their information in bar graph format. We can switch back to our first page by clicking on
the tab labeled “Page 1” and return to our new page by clicking on the tab labeled “ Page 2".

Context Menus

The NightStar RT Tools provide extensive use of context menus. Right-clicking in any of the NightStar
RT Toolswill provide the user with a menu containing items related to the location of the mouse in the
tool.
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We can demonstrate this feature using our NightTune example. For instance, perhaps we would like to
give our new page that we created in “ Tabbed Pages’ on page 27 a more meaningful name.

Right-click on the tab labeled “Page 2". We are presented with a context menu with the menu items
Delete Current Page, Rename Current Page..., and Move Current Page....

File View Monitor Tools Help
P Bl &=2wFDBJF e X
.
Delete Ci tP,
rarf Disl 2elste Current Fage n. . econdy rarf Physical Memory kE)
Rename Current Page
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Free: Free
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Select Rename Current Page... from the context menu. The Rename Page dialog is presented.

Rename Page

’ oK H Cancel ]

Changethe Page Name to “&Activity”.

NOTE

An ampersand (&) before a particular character creates an
accelerator for that page. The user can then switch to a partic-
ular page by holding down the Alt key and pressing the accel-
erator for that page. The accelerator is indicated on the tab by
an underline.
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Press Alt-1 to switch to our original page; press Alt-A to return to our Activity page.
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8.0.  Overview of NightStar RT

The following sections describe the basic features of each of the NightStar RT tools.

* NightProbe
* NightSim

* NightTrace
* NightTune
* NightView
¢ Datamon

* Shmdefine

8.1. NightProbe

The features of the NightProbe data monitor include:

- Non-intrusive sampling and recording of program data
- Synchronous and asynchronous data capture

- Fexible data display features

- Sampling, recording and replay APIs

- Time stamping of acquired data

NightProbeis atool for independently monitoring, modifying and recording data values from multiple
application resources, including programs, shared memory segments, and memory mapped files.
NightProbe can be used in a development environment for debugging, analysis, prototyping and fault
injection, or in a production environment to create a GUI control panel for program input and output.

NightProbe utilizes anon-intrusive technique of mapping thetarget resource's address spaceinto itsown.
Subsequent direct memory reads and writes by NightProbe allow it to sample and modify data without
interrupting or otherwise affecting resources.

Synchronized and Asynchronous Logging

NightProbe can perform synchronous logging of dataviaasimple API. Asynchronous logging can be
performed via on-demand sampling or a cyclic clock rate.

NightProbe provides for logging data items using tracepoints for simultaneous analysis by the
NightTrace event analyzer. Sampled data can be combined with kernel trace and additional user trace
data to obtain a synchronized picture of application and operating system behavior. NightProbe can
record data to disk files or provide data directly to the NightTrace tool.

Interactive Sampling and Modification

NightProbe provides a flexible spreadsheet display for on-demand or cyclic sampling of data at
user-specified refresh rates. Direct modification of user dataisaccomplished by typing in new valuesfor
dataitemsinto the spreadsheet. NightProbe provides colorized notification of violations of user-defined
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datathresholdsfor individual dataitems. NightProbe allows sampled datato be timestamped and passed
off to user applications written with the NightProbe API for subsequent analysis, recording or
customized display.

NightProbe supports scalar and structured data types in C/C++ and Fortran that have
statically-determined addresses and shapes. NightProbe scans the symbal table and debug information
of user programs allowing the user to browse for dataitems or specifically enter the names of dataitems
to be monitored. Any application that contains symbol table and debug information may be used with
NightProbe. No application source code changes are required.

NightSim
The features of the NightSim application scheduler include:

- Periodic execution of multiple processes

Major and minor cycles with frame overrun notification and control

Single point of scheduling control for distributed systems

Ideal for simulation applications

NightSim isatool for scheduling and monitoring time-critical applications that require predictable,
cyclic process execution. Ideal for simulation applications, NightSim allows devel opersto dynamically
adjust the execution of multiple, coordinated processes, their priorities, scheduling policies, and CPU
assignments. With NightSim, users can monitor the performance of applications by displaying period
execution times, minimums and maximums, and can take action when frame overruns occur.

NightSim provides a graphical interface to the operating system's Frequency-Based Scheduler (FBS), a
high-resolution task scheduler that enables processes to run in cyclical patterns. NightSim allows users
to easily configure groups of processes to run on local or distributed systems, and save the resulting
configurations for reuse. A performance monitor gathers CPU utilization data for processes running
under the FBS.

NightSim may be used during the devel opment, debug and production phases of asimulation application.
Simulation configurations can be saved as a script, which can then be executed to repeat a simulation.
NightSim scripts are useful in target environments where GUI processing is prohibited or undesired. In
addition, configuration files and scripts may be placed under any version control system.

Synchronized Distributed Scheduling

In addition to symmetric multiprocessors, NightSim supports multiple systems connected via
Concurrent's Real-Time Clock and Interrupt Module. NightSim simplifies the creation of distributed
scheduling and provides a single-point-of-control for managing the synchronized timing
(start/stop/resume) of individual schedulers distributed across multiple target systems.

NightSim handles the interface to hardware such as real-time clocks and distributed interrupt sources.
Users don't need to interface with the underlying operating system for scheduling operations.
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Extensive Performance Statistics

NightSim monitors up to 11 different performance-related statistics aswell as up to 15 additional
parameters for each scheduled process. Using statistics such as minimum and maximum cycle times,
users can optimize CPU utilization by balancing their |oad across multiple processors. NightSim displays
are customizable, allowing users to select specific statistics and processes to monitor and the sorting
criteriafor weighted display.

NightTrace
The features of the NightTrace event analyzer include;

- Synchronized graphical or text display of system application activity

User-defined event logging in single or multi-threaded applications

Kernel event logging including system calls, interrupts and exceptions

Data analysisAPI

Automated instrumentation of user code

NightTrace isatool for displaying and analyzing the dynamic behavior of applications, the Linux
operating system and the interaction between them. NightTrace can log events from multiple processes
executing simultaneously on multiple CPUs or systems. NightTrace can also combine user-defined
application events with kernel events to present a synchronized view of the entire system. NightTrace
then creates agraphical time-based view of all logged events. NightTrace allows usersto zoom, search,
filter, summarize and analyze events. Tracing analysis can be performed live or post execution.

NightTrace was specifically designed to meet the most stringent requirements of time-critical
applications. Using synchronized, fast-access hardware clocks and kernel-free primitives, NightTrace
tracepoints are logged with minimal overhead. Tracepoints can beinserted into device drivers, interrupt
level code and any user application. Tracepointscan beleft in production-quality applications even when
not collecting trace data.

NightTrace' s Illumination tool (nlight) automatically instruments user code (executable images or .0
files) with trace points for the entry and return of every function (the user has control over which
functionsto illuminate). It does thiswithout modifying the executable images or .o files outright.
NightTrace provides a description of the function call, including the values of all arguments, and the
return value.

Graphical and Interactive

NightTrace graphically displaysrequested events and statesalong atimeline graph or event log to clearly
show the relative timing of events and provide an overall picture of application and operating system
activity. NightTrace canlocate specific events and zoom in on them with afine degree of granularity for
precise timing observation. The NightTrace graphical display is completely user-configurable for
customized viewing. Configurations can be saved and later recalled, and multiple configurations can be
viewed simultaneously.
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Kernel Trace Support

By combining system event information such as interrupts, exceptions, context switches, Linux system
calls and device accesses together with event information from user applications, NightTrace providesa
clear picture of the interaction between the kernel and user applications at any point during the
application's run.

NightTrace provides statistical performance data about events and states, including frequency, time of
occurrence, duration, gap and minimum and maximum times. Users can create state definitions and
qualify events by specifying the applicable process, thread, CPU, system and event content. Conditional
tracing can be expressed using C expression syntax. Displays can be customized to yield insight into
operating system and application performance and behavior patterns.

NightTrace generates source code using an Analysis API that allows usersto easily create custom
applications that monitor or analyze application or system activity.

NightTune

The features of the NightTune system and application tuner include:

Dynamic display of system and application performance

- Monitoring of CPU use, memory paging and network operation

Interactive control of processes, priorities, policies and interrupts

- Dynamic CPU affinity control for processes, threads and interrupts

NightTune provides a graphical interface to system facilities for monitoring and tuning application and
system performance. Users can monitor the priority, scheduling policy, CPU assignment and CPU usage
of user applications. NightTune also monitors system CPU usage, context switches, interrupts, memory
paging and network activity.

NightTune can monitor processes individually or in groups determined by user or by CPU. NightTune
also displays information about individual threads or tasks within a process. Multiple frames and
windows are used to display information allowing users to customize their display.

Application Tuning

NightTune allows users to change the process attributes of an individual thread, task, process or group
of processes asawhol e using pop-up dialogs and drag-and-drop actions. For example, dragging aprocess
icon to a CPU icon binds the process to that processor. The user then instantly sees the results of the
tuning effort both graphically and as text.

System Tuning

NightTune allows users to change the CPU assignment of interrupts using pop-ups or drag-and-drop
actions. NightTune optionally provides atextual log of all application and system tuning actions taking
during a NightTune session.
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NightView
The features of the NightView source-level debugger include:

- Multi-system, multi-processor, multi-process, multi-thread debugging via single
interface

- Hot patches including breakpoints, monitorpoints and watchpoints
- Application speed conditions

- Dynamic memory “heap” debugging

- Modification and display of variables during execution

NightView allows usersto simultaneously debug multiple, time-critical processes. With NightView, a
programmer can change program execution and modify or display datawithout stopping or interrupting
the program. Eventpoint conditions, such as hit and ignore counts, are patched directly into an
application and can execute at full application speed. NightView provides fine-grained control without
adversely affecting application timing.

NightView monitorpoints can display expressions at user-selected |ocations without stopping a process,
thus providing data displaysthat are synchronized with the application's algorithms. Watchpoints utilize
hardware addresstrap features that cause an application to stop when user-specified variables or memory
locations are selectively read or modified.

Language-sensitive Debugging

NightView supports the debugging of multiple applications written in any combination of C/C++ and
Fortran. All variables and expressionsin each program are referenced in the appropriate language.
NightView is also integrated with the NightTrace event analyzer. NightView can insert tracepoints at
user-specified locations for concurrent or post execution analysis by NightTrace.

More Powerful Than The Gnu Debugger

NightView offers many features not available in the gnu debugger (gdb). Advantages of NightView
include the ability for usersto debug multiple processes from asingle session and processes started from
scripts. With NightView, patched-in code runs at full speed. While a processis executing, hot patching
can modify variables or add eventpoints. Monitorpoints can display expressions and stack variables, and
signals can be sent directly to the process, bypassing the debugger.

Dynamic Memory Debugging

NightView includes an interactive memory debugger that helps find and eliminate memory problems
during the debug process without code recompilation. NightView watches for heap memory leaks,
monitors the amount of memory an application uses, and tracks how it all ocates and frees memory. With
itsmemory debugger enabled, NightView letsuserstrack heap allocations and deall ocationsin real-time,
thus allowing for more efficient debugging than post-run analysis. Programmers can stop execution,
check for problems, test patches and then continue debugging. NightView can detect double-frees,
dangling pointers, heap area overruns, and other common user application bugs.
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8.6. Datamon

Datamon is a user application interface that allows user programs to monitor, record, and modify
variablesin independently executing processesin real-time. It includesthe ability to scan aprogram file
for eligible variables and obtain detail ed information about their attributes, including type name, atomic
type, bit size, bit offset, shape, component members, and address. Datamon utilizes a non-intrusive
technique for accessing and modifying variables.

8.7. Shmdefine

Shmdefine aidsin the sharing of data between independent programs. While most useful for sharing
common blocks between Fortran programs, it helps Fortran, C, and Ada programsto effectively utilize
the IPC shared memory services.
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9.0.

9.1.

Getting Started

The NightStar RT Tutorial ishighly recommended as an introduction to the NightStar RT product. This
tutorial integrates al of the NightStar RT tools into one cohesive example incorporating various
scenarios which demonstrate their extensive functionality.

Thetutorial isavailablein PDF format in the docurnrent at i on directory of the NightStar RT
Installation DVD aswell asin/ usr/ shar e/ doc/ Ni ght St ar/ pdf after installation.

The online version of the tutorial can be accessed by double-clicking on the NightStar RT
Documentation icon installed on the desktop and selecting the NightStar RT Tutorial from the
Bookshelf.

In addition, the tutorial can be launched from the Help menu of any NightStar RT tool or can be started
by issuing the following command:

nhel p

from the command line.

Capabilities

Most operations with NightStar RT do not require any special privileges. However, if you wish to take
full advantage of NightStar RT capabilities without running as the root user, additional configuration
steps are required.

Linux provides ameansto grant otherwise unprivileged users the authority to perform certain privileged
operations. The Pluggable Authentication Module (seepam capabi | i t y(8) ) isusedto manage sets
of capabilities, called roles, required for various activities.

Thefollowing table lists the advantages granted to non-root users with the capabilities suggested for use
with NightStar RT:

Capabilities and their Effects

Capability Advantage

Allows NightTrace to lock critical pagesinto memory related to User

CAP_I PC_LOCK Trace event buffers.

Allows NightProbe to gain access to PCI devices and memory

CAP_SYS_RAWO mapped system files, such as/ dev/ nem

Allowsthe NightStar RT toolsto set the scheduling policy, scheduling
priority, and CPU affinity of processes.

CAP_SYS NI CE
Allows NightTune to set the CPU affinity of interrupts and to shield
CPUs from process, interrupts. and hyper-threading interference.

Systemswith RedHawk installed should be already configuredwithannst ar user rolewhich provides
the CAP_SYS NI CE, CAP_SYS RAW | Oand CAP_I PC_LQOCK capabilities.
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Edit/ et c/ security/ capability. conf and definethenst ar user role (if it is not already
defined) in the “ROLES’ section:

rol e nstaruser CAP_SYS NI CE CAP_|I PC LOCK CAP_SYS RAW O

Additionally, for each NightStar RT user on the target system, add the following line at the end of thefile:

user username nst ar user
where username is the login name of the user.

If the user requires capabilities not defined in the nst ar user role, add a new role which contains
nst ar user and the additional capabilities needed, and substitute the new role name for nst ar user
in the text above.

In addition to registering your login namein/ et ¢/ security/ capabi lity. conf, certainfiles
under the/ et ¢/ pam d directory must also be configured to alow capabilities to be activated.

WARNING

You will be asked to edit filesin/ et ¢/ pam d in the remain-
der of this session. Do not make these changes to
/ et ¢/ pam d filesunless your are certain that the correspond-
ing shared libraries actually reside on the system, otherwise
you may not be ableto log in again.

Itisagood ideato keep a native terminal session open running
asr oot when you do these operations, so that you can recover
easily if you make mistakes in editing these files. Be careful,
for example if you ssh into a system asr oot , edit the files,
and restart the sshd daemon you could lose your current root
session and may not be ableto log in again.

To activate capabilities, add the following line to the end of selected filesin/ et ¢/ pam d if itisnot
aready present:

sessi on required pamcapability.so
or
sessi on requi red Hroot lib path}/ security/capability.so

On newer versions of Linux, the full path to the library must be specified. In that case the
${root |ib_path} mightbe/lib64,/1ib64/${arch}-Iinux-gnu oreven
[1ibl${arch}-Iinux-gnu.

Check for the actual location of the file via one of the following commands:

rpm -q --list ccur-pam-capability | grep pam_capability.so
dpkg -L ccur-pam-capability | grep pam_capability.so
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Thelist of filesto modify is dependent on the list of methods that will be used to access the system. The

following table presents arecommended configuration that will grant capabilitiesto users of the services
most commonly employed in accessing a system.

Recommended /etc/pam.d Configuration

/etc/pam.d File Affected Services Comment
In newer systems, e.g. Ubuntu 16.04, thisfileis
conmon- ses - amost all included by most services. If that isthe case, just
sion add the entry to thisfile (ignoring the rest of the
table).
telnet Depending on your system, the r enot e file may
renot e rlogin not exist. Do not createther enot e file, but edit it
rsh (when used w/o a command) only if it is present.
ass - Thisfileis present in recent OS distributions. If it
b Most all login mechanisms is present, add the clause mentioned above to this
wor d- aut h file
local login (e.g. console) *On some versions of Linux, the presence of the
gn (9. r enot e filelimits the scope of thel ogi n fileto
. telnet* . . .
| ogi n Hogin* local Iog_ms In §uch cases, the other services listed
rsh* (when used wio a command) herewith | ogi n areth(_en affgcted_solely by the
r enot e configuration file.
rsh rsh (when used with a command) eg.rsh system nanme a.out
You must also edit/ et ¢/ ssh/ sshd_confi g
sshd ssh and ensure that the following lineis present:
UsePri vi | egeSeparati on no
gdm gnome sessions
I'i ghtdm Mate sessions
kde kde sessions

If youmodify / et ¢/ pam d/ sshd or/ et ¢/ ssh/ sshd_conf i g, youmust restart thesshd service

for the changes to take effect, using one of the following commands, depending on your underlying OS
version:

* /sbin/service sshd restart

* /bin/systenttl restart sshd
In order for the above changes to take effect, the user must log off and log back onto the target system.
To verify that you have been granted capabilities, issue the following command:
get pcaps $$

The output from that command will list the roles currently assigned to you.
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If that command is unavailable, execute the following command and you should see non-zero numbers
in the lines that begin with CapPrm and CapEff. Those hexadecimal numbers shown are bit masks for
individual capabilities.

cat /proc/self/status | egrep -e “~Cap”
Capl nh: 0000000000000000
CapPrm 0000000000824000
CapEf f: 0000000000824000

Allowing NightView to Attach to Your Processes

By default, some recent distributions of Linux restrict prevent you from attaching a debugger to your
running process, even if you invoke the debugger with the same uid and gid as the process which you
want to debug.

Y ou canremovethisrestriction by usingthesysct | command to changethe value of the variablewhich
controlstherestriction. To remove the restriction, enter the following command from a shell:

sysctl -w kernel.yana. ptrace_scope=0

Once you haveissued that command, log out and log in again and the restriction will belifted. However,
the setting is only effective until the next reboot. Y ou may want to put the command above in
/etc/rc. |l ocal (sometimes/etc/rc.d/rc. | ocal)sothatisapplied every timethe system
boots.
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10.0.

10.1.

NightStar RT Licensing

NightStar RT uses the NightStar License Manager (NSLM) to control access to the NightStar RT tools.

Licenseinstallation requires alicense key provided by Concurrent Real-Time. The NightStar RT tools
request alicense (see “License Requests’ on page 43) from alicense server (see“License Server” on

page 44).

Two license modes are avail abl e, fixed and floating, depending on which product option you purchased.
Fixed licenses can only be served to NightStar RT usersfrom thelocal system. Floating licenses may be
served to any NightStar RT user on any system on a network.

Tools arelicensed per system, per concurrent user. Concurrent Real-Time usage of any or all NightStar
RT tools by the same user from the same system automatically share asingle license. Theintent isto
allow n developersto fully utilize all the tools at the same time while only requiring n licenses. When
operating the tools in remote mode, where atool islaunched on alocal system but isinteracting with a
remote system, licenses are required only from the host system.

Y ou can obtain alicense report which lists al licenses installed on the local system, current usage, and
expiration date for demo licenses (see “ License Reports’ on page 44).

The default operating system configuration may include a strict firewall which may interfere with
floating licenses. See “Firewall Configuration for Floating Licenses’ on page 44 for information on
handling such configurations.

License Keys

Licenses are granted to specific systemsto be served to either local or remote clients, depending on the
license model, fixed or floating.

License installation requires alicense key provided by Concurrent Real-Time. To obtain alicense key,
you must provide your system identification code. The system identification code is generated by the
nsl m adm n utility:

nsl madm n --code

IMPORTANT

System identification codes are dependent on system configu-
rations. (See “Selecting a Network Device for Licensing” on
page 43 for moreinformation). Reinstalling Linux or NightStar
RT on a system or replacing network devices may require you
to obtain new license keys.

To obtain alicense key, use the following URL and click on the Permanent link:
http://concur rent-rt.com/customer -support

Provide the requested information, including the system identification code. Y our license key will be
immediately emailed to you.
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10.2.

Install the license key using the following command:
nsl madm n --instal | =X000X000-X000-XK=XXKX
Where X00x-X000-X00X-x0-X30KX i s the key included in the license acknowledgment email.

If the required information is not readily available, or you have special circumstances, contact
Concurrent Real-Time support (see “ Direct Software Support” on page 53 for more information).

Selecting a Network Device for Licensing

By default, nsl mqueries the system and examines all available network devices. nsl mprefersreal
network devices over virtual ones, because the latter sometimes are not consistently available.

You can seethe list of network devices that nslm can use, using the following command:
nsl m adm n --devices
By default, nsl m adm n picksthefirst devicein thelist.

If you wish to specify a specific device to be associated with your license key, you can add the
- - devi ce option when obtaining your code:

nsl madm n --devi ce=et h2 --code

License Requests

By default, the NightStar RT tools request alicense from the local system. If no licenses are available,
they broadcast alicense request on the local sub-net associated with the | P address of the system’s
hostname.

Y ou can control the license requestsfor an entire system using the/ et ¢/ nsl m conf i g configuration
file

By default, the/ et ¢/ nsl m confi g file contains aline similar to the following:
:server @lefault

The argument @lef aul t may be changed to a colon-separated list of system names, system IP
addresses, or broadcast |P addresses. Licenses will be requested from each of the entities found in the
list until alicenseisgranted or all entriesin the list are exhausted.

For example, the following setting prevents broadcast requests for licenses by only specifying the local
system:

:server | ocal host

Thefollowing setting requests alicensefrom ser ver 1, thenser ver 2, and then abroadcast request if
thosefail to serve alicense:

:server serverl:server2:10.134.30.0

Similarly, you can control the license requests for individua invocations of the tools using the

NSLM SERVER environment variable. If set, it must contain a colon-separated list of system names,
system I P addresses, or broadcast | P addresses as described above. Use of the NSLM_SERVER
environment variable takes precedence over settings defined in/ et ¢/ nsl m confi g.
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10.4.

10.5.

10.5.1.

License Server
TheNSLM license server isautomatically installed and configured to run when you install NightStar RT.

Thensl mserviceisautomatically activated for runlevels 2, 3, 4, and 5. Y ou can check on these settings
by issuing one of following command, depending on you OS version:;

* /usr/bin/systenttl status nslm

* /shin/chkconfig --1ist nslm
In rare instances, you may need to restart the license server via one of the following commands:

® /usr/bin/systenct]l restart nslm

e /sbhbin/service nsimrestart

Seensl m( 1) for moreinformation.

License Reports

A license report can be obtained using the nsl m admi n utility.
nslmadmn --1ist

listsal licensesinstalled on thelocal system, current usage, and expiration date (for demo licenses). Use
of the- - ver bose option also listsindividual clientsto which licenses are currently granted.

Adding the - - br oadcast option will list thisinformation for all servers that respond to a broadcast
request on the local sub-net associated with the system’s hostname.

Seensl m adni n(1) for more options and information.

Firewall Configuration for Floating Licenses
The default Red Hat configuration includes a strict firewall which interferes with floating licenses.

If such a system is used to serve licenses, then at least one port must be opened in itsfirewall to allow
server reguests to pass. See “ Serving Licenses with a Firewall” on page 44 for more information.

Similarly, if such asystem ishost to the NightStar RT tools, then at |east one port must be opened in its
firewall so that it can receive licenses from the license server. If thisis not done, atool requesting a
floating license will not receiveit and will not function properly. See“Running NightStar RT Toolswith
aFirewall” on page 46 for more information.

Serving Licenses with a Firewall

Following are afew approaches for allowing the NSLM license server to serve floating licences when
the system on which it isrunning is configured with afirewall:

¢ disable the firewall on the system entirely
¢ alow NSLM license requests from a specific system (or one of several)
¢ adlow NSLM license requests from any system on a particular subnet (or one of several)
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¢ alow NSLM license requests from any system

NOTE

You must be root in order to modify the firewall configuration.

These instructions are for aversion of i pt abl es for RHELS.
A newer version may have a different configuration method, or
may have been replaced with a different firewall schema.
Regardless, the information displayed below may help you
understand the concepts involve.

To disable the firewall entirely, execute:
service iptables stop

and then removethe/ et ¢/ sysconfi g/ i pt abl es file:
rm-f /etc/sysconfig/iptables

This option may not be as dangerous asit seems. Often, whole networks are protected with afirewall so
it is not necessary for individual systems on the network to be protected further. If unsure, check with
your network administrator.

For the remaining cases, a simple modification should be madetothe/ et c/ sysconfi g/ i pt abl es
file. By default, that file should contain aline like the following:

-ARHFirewall-1-1NPUT -j REJECT --reject-with icnp-host-prohibited

To alow NSLM license requests from a specific system, insert the following lines before the REJECT
line:

-ARHFirewall-1-1NPUT -p udp -mudp -s sysem --dport 25517 -j ACCEPT
-ARHFirewall-1-1NPUT -p tcp -mtcp -s system --dport 25517 -j ACCEPT

Those lines can be repeated for multiple systems.

Toallow NSLM license requestsfrom any system on aparticular subnet, insert thefollowing lines before
the REJECT line:

-ARHFirewall-1-1NPUT -p udp -mudp -s subnet/ mask --dport 25517 -j ACCEPT
-ARHFirewall-1-INPUT -p tcp -mtcp -s subnet/ mask --dport 25517 -j ACCEPT

The subnet might be of aform like 192. 168. 1. 0 and the mask could be a traditional network mask
like 255. 255. 255. 0 or asingle number like 24, which indicates the number of bits from the left that
are part of the mask. For example, 192. 168. 1. 0/ 255. 255. 255. 0 and 192. 168. 1. 0/ 24 are
equivalent.

Those lines can be repeated for multiple subnets.

To alow NSLM license requests from any system, insert the following lines before the REJECT line:

-ARHFirewall-1-1NPUT -p udp -mudp --dport 25517 -j ACCEPT
-ARHFirewall-1-INPUT -p tcp -mtcp --dport 25517 -j ACCEPT
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After modifying / et ¢/ sysconfi g/ i pt abl es, execute:

service iptables restart

Running NightStar RT Tools with a Firewall

Following are afew approaches for allowing a NightStar RT tool to receive floating licenses from a
license server, when the system running the NightStar RT tool is configured with afirewall:

¢ disablethe firewall on the requesting system entirely

¢ alow NSLM licenses from a specific license server (or one of several)

¢ alow NSLM licenses from any system on a particular subnet (or one of several)
¢ alow NSLM licenses from any system

NOTE

You must be root in order to modify the firewall configuration.

To disable the firewall entirely, execute:
service iptables stop

and then removethe/ et ¢/ sysconfi g/ i pt abl es file:
rm-f /etc/sysconfig/iptables

This option may not be as dangerous as it seems. Often, whole networks are protected with afirewall so
it is not necessary for individual systems on the network to be protected further. If unsure, check with
your network administrator.

For the remaining cases, a simple modification should be madetothe/ et c/ sysconfi g/ i pt abl es
file. By default, that file should contain aline like the following:

-ARHFirewall-1-1NPUT -j REJECT --reject-with icnp-host-prohibited

Toalow NSLM licensesfrom aspecific system running alicense server, insert the following line before
the REJECT line:

-ARHFirewall-1-1NPUT -p udp -mudp -s server --sport 25517 -j ACCEPT
That line can be repeated for multiple servers.

To alow NSLM licenses from any system running alicense server on a particular subnet, insert the
following before the REJECT line:

-ARHFirewall-1-1NPUT -p udp -mudp -s subnet/ mask --sport 25517 -j ACCEPT

The subnet might be of aform like 192. 168. 1. 0 and the mask could be atraditional network mask
like255. 255. 255. 0 or asingle number like 24, which indicates the number of bits from the left that
are part of the mask. For example, 192. 168. 1. 0/ 255. 255. 255. 0 and 192. 168. 1. 0/ 24 are
equivalent.

That line can be repeated for multiple subnets.
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To alow NSLM licenses from any system running alicense server, insert the following line before the
REJECT line:

-ARHFirewall-1-1NPUT -p udp -mudp --sport 25517 -j ACCEPT
After modifying / et ¢/ sysconfi g/ i pt abl es, execute:

service iptables restart

Following are afew approaches for allowing the NSLM license server to serve floating licences when
the system on which it is running is configured with a firewall:

¢ disable the firewall on the system entirely
¢ alow NSLM license requests from a specific system (or one of several)

¢ alow NSLM license requests from any system on a particular subnet (or one of sev-
eral)

¢ adlow NSLM license requests from any system

NOTE

You must be root in order to modify the firewall configuration.

To disable the firewall entirely, execute:

service iptables stop

10.6.  License Support

For additional aid with licensing issues, contact the Concurrent Real -Time Software Support Center. See
“Direct Software Support” on page 53 for details.
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11.0.

11.1.

Architecture Interoperability

The NightStar RT tools were designed to be used in a self-hosted environment as well as remotely,
separating the host processing from the time-critical target system.

X86 32 and 64 bit Interoperability

This section describes the interoperability of each tool between 32-bit x86 and 64-bit x86.

NightProbe

No limitations.

NightSim

No limitations.

NightTune

No limitations.
NightTrace

Limitations

* NightTrace cannot control remote system tracing unless the host and target system
have the same bit-size for addresses. Thus you cannot connect NightTrace to a 32-bit
system from a 64-bit system, and vice versa.

* NightTrace on a 32-hit system cannot analyze data from a 64-bit system.

Inter-architecture Capabilities in NightStar RT 4.5

¢ 32-hit applications can use the NightTrace Logging APl and execute on a 64-bit sys-
tem. The 64-bit NightTrace can capture and analyze data from such programs via
nt raceud and nt r ace. The 32-bit applications must be linked with the version of
NightTrace Logging API from this release (or newer).

* NightTrace running on a 64-bit system can analyze data files generated on a 32-bit
system; both user and kernel data. However, the 32-bit applicationsthat generated the
user trace data must be linked with the version of the NightTrace Logging API from
the base NightStar RT Version 4.8 (or newer).

* 64-bit applications using the NightTrace Analysis APl can analyze data, either in
stream or file mode, generated from 32-bit applications (or 32-bit kernel data).

User Responsibility

* When analyzing 32-bit data on a 64-bit system, be aware that NightTrace will evalu-
ate expression types as they would be evaluated on the 64-bit system. Thus, explicitly
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specifying ar g_| ong() in a NightTrace expression will result in 8 bytes of data
being extracted from the trace event, even though only 4 bytes were logged. The data
types of concern arel ong and all poi nt er types.

NOTE

NightTrace automatically prints the argumentsin Timelines
and Event panels with the correct data type.

* When unpacking block arguments generated on a 32-bit system within NightTrace,
you must unpack them as a 32-bit compiler would have laid out the structure. In addi-
tion to the differing sizes of | ong, | ong doubl e, and al poi nt er types, 64-bit
compilers pad structures differently. Use care. Thisincludes using the information
generated from a 32-bit Application Illumination session; referencesto | ong will
extract 8 bytes even though it expects only 4.

NOTE

In reality, there is no problem using ar g_| ong_dbl () ina
64-bit NightTrace session when the actual | ong doubl e
item was generated from a 32-bit program. Even though there
are 4 extra bytes of data at the end of al ong doubl e on
64-bit systems, those extra bytes are completely ignored (cur-
rently) by the instructions that operation on such values.

NightView

Limitations

Obviously, NightView running on a 32-bit system cannot debug 64-bit programs on that sys-
tem (since they can’t execute!). Similarly, since x86 (32-bit or 64-bit) systems cannot execute
aarch64 programs, NightView cannot debug them directly on the x86 system.

In previous versions, NightView required the --arch=i386 option in order debug 32-bit applica-
tions on a 64-bit machine. That restriction has been lifted. The --arch=i386 option has no
effectin thisrelease -- it issilently ignored. You can debug 32-bit x86 programs on 64-bit x86

systems freely, even intermixing programs that exec (see exec( 2) ) such programs; this
includes 32-bit programs launched from a 64-bit shell.

See “Understanding NightView Packaging” on page 15 for more information.

11.2. Intel and ARM64 Interoperability

NightTrace

Binary NightTrace data files may be analyzed from either x86_64 or aarch64 systems. The limita-
tions described in the X86 32 and 64 hit Interoperability NightTrace section apply as well.
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NightSim

No limitations.

NightProbe

No limitations.

NightTrace

Binary NightTrace data captured on x86_64 or aarch64 system files may be analyzed from either
x86_64 or aarch64 systems. The limitations described in the X86 32 and 64 bit Interoperability
NightTrace section apply aswell.

NightTune

No limitations.

NightView

Since X86 and ARM64 are incompatible architectures you cannot run an x86 executable program
on an aarch64 system, nor vice versa.

However, NightView can “cross-debug” from x86 (32-bit or 64-hit) to an aarch64 target system.
Thisrequiresthat you havetheccur - nvi ew aar ch64- support package instaled on the x86
host and the ccur - nvi ewt ar get package installed on the aarch64 target.

For full cross debugging support (e.g. patching, conditional eventpoints, etc.), the GNU
x86/aarch64 cross development packages should beinstalled on the host system aswell. The min-
imal set of packagesinclude;

® gcc-aarch64-linux-gnu
* binutils-aarch64-linux-gnu
These packages are generally available for CentOS-like and Ubuntu-like systems.
Currently, NightView only looks for the cross compiler at the following location:
/ usr/ bi n/ aar ch64- | i nux- gnu- gcc

You may need to draw a symbolic link to the actual compiler if your distribution hasit located else-
where. NightView will be subsequently be modified to allow you to set the cross-compiler path
from inside NightView.

If you build your full user application using the GNU cross development environment you will

likely require additional packages. General cross development is outside the scope of this docu-
ment.
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12.0.

12.1.

12.2.

12.3.

Known Problems

The following sub-sections list known issues with NightStar.

Problem: Position Independent Executables (gcc6)

NightStar does not yet fully support Position Independent Executables (PIE). Under gcc 6, PIE is how
the default. The following capabilities are currently unavailable for PIE executables:

* NightProbe
* Datamon
¢ Application Illumination (nlight)

NightStar will fully support PIE in the next major release.

In theinterim, you can still build non-PI E executables by using a combination of the following gec and
Id options:

gcc -fno-PIC -fno-PIE -no-pie ...

Problem: Unable to attach to the target system
Several NightStar tools need to talk to their server processesin order to operate.

By default, they will attempt to locate their server processes on thelocal system using the value returned
by the following command:

host nane

If there is no mapping to the hostname, these tools will fail.

Solution 1:
Ensurethat / et ¢/ host s contains a mapping of the hostname to avalid IP address or that the
mapping is made available by DNS or other means.

Solution 2:

Change the enforcement mode of SELinux to per m ssi ve. Editthe/ et ¢/ sel i nux/ config
file to make this change and reboot. The NightStar devel opment team is working on another solu-
tion to this problem.

Problem: Unable to debug on VirtualBox Systems

VirtualBox incorrectly manages the debug registers of the underlying chip. This causes NightView to
fail when starting to debug a process. Thisbug in Virtual Box has been reported for several years, and
still exist.
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12.4.

Solution:

Concurrent Real-Time recommends KVM as an alternative solution to Virtual Box.

Problem: NightView Cannot Map Memory Segments

On some systems, SELinux isinstalled and set to enf or ci ng mode. Thiscan prevent NightView from
mapping to application’s memory segments, depending on your distribution type and version.
Solution:

Change the enforcement mode of SELinux to per m ssi ve. Editthe/ et ¢/ sel i nux/ config
file to make this change and reboot. The NightStar development team is considering alternative
solutions to this problem.
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13.0. Direct Software Support

Software support is available from a central source. If you need assistance or information about your
system, please contact the Concurrent Real-Time Software Support Center at our toll free number
1-800-245-6453. For calls outside the continental United States, the number is 1-954-283-1822. The
Software Support Center operates Monday through Friday from 8 am. to 5 p.m., Eastern Standard Time.

Y ou may also submit arequest for assistance at any time by using the Concurrent Real-Time Computer
Corporation web site at http://concurrent-rt.com/customer-support or by sending an email to
support@concurrent-rt.com.
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