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Preface

Scope of Manual

This manual describes the RedHawk Architect™, an easy-to-use GUI interface for
creating and maintaining a runtime and development environment for a target computer.

Structure of Manual

This manual consists of:

® Chapter 1, which introduces you to RedHawk Architect and guides you
through its use.

¢ Chapter 2, which explains Importing ISO Images to avoid repetetive
manual optical media insertion.

® An Index containing an alphabetical reference to key terms and concepts
and the pages where they occur in the text.

Syntax Notation

The following notation is used throughout this manual:

italic Books, reference cards, and items that the user must specify appear in
italic type. Special terms may also appear in italic.

list bold User input appears in 1ist bold type and must be entered exactly
as shown. Names of directories, files, commands, options and man
page references also appear in 1ist bold type.

list Operating system and program output such as prompts, messages and
listings of files and programs appears in 1ist type.

[] Brackets enclose command options and arguments that are optional.
You do not type the brackets if you choose to specify these options or
arguments.

hypertext links When viewing this document online, clicking on chapter, section,

figure, table and page number references will display the
corresponding text. Clicking on Internet URLs provided in blue type
will launch your web browser and display the web site. Clicking on
publication names and numbers in red type will display the
corresponding manual PDF, if accessible.

Related Publications

The following table lists Concurrent documentation for RedHawk Architect and the
components that can be installed using RedHawk Architect. Depending upon the
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document, they are available online on RedHawk Linux systems or from Concurrent’s
documentation web site at http://redhawk.ccur.com/docs.

RedHawk Architect Pub. Number
RedHawk Architect Release Notes 0898600
RedHawk Architect User’s Guide 0898601
RedHawk Linux

RedHawk Linux Release Notes 0898003
RedHawk Linux User’s Guide 0898004
RedHawk Linux Cluster Manager User’s Guide 0898016
RedHawk Linux FAQ N/A
NightStar RT Development Tools

NightView User’s Guide 0898395
NightTrace User’s Guide 0898398
NightProbe User’s Guide 0898465
NightTune User’s Guide 0898515
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1
Using RedHawk Architect

This chapter introduces you to RedHawk Architect and provides instructions for its use.

Introducing Architect

RedHawk Architect is an easy-to-use GUI interface for configuring, building and flashing
embedded solutions.

RedHawk Architect greatly simplifies the following tasks to create and maintain a runtime
and development environment for single board computers (SBCs):

* installing custom configurations of the CentOS® or Red Hat® Enterprise
Linux distribution

* installing and configuring the RedHawk™ operating system

¢ installing SBC-specific board support packages (BSPs)

* installing NightStar™ RT application development tools

¢ installing RedHawk and NightStar software updates

® maintaining and reconfiguring an SBC’s root file system

® deploying root file system images onto target systems or virtual machines
With Architect, you choose the Linux and application modules that will be installed with
the RedHawk kernel. For example, you can select all packages in categories such as
Virtualization or a subset of the packages, for a minimal configuration. Architect allows

the Linux file system to be customized and minimized for embedded applications using
flash memories as small as 2 GB.

Architect creates and processes a configuration file based upon your selections and
performs actual RPM package installations. It prompts you to insert the necessary
RedHawk, CentOS, Red Hat, and NightStar media depending upon the features selected.

Creating aroot File System for Target Systems

To create a target file-system image that can be used on a single board computer, use
RedHawk Architect on a supported host system to perform the following steps:

1. Select the software to install in the image.
2. Configure the image.

3. Customize the image for your embedded application.
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4. Deploy the image on your target boards or to virtual machines.

These procedures are described in the sections that follow. The steps may be repeated to
change the image and/or deploy it any number of times.

Running Architect

1-2

For instructions on installing RedHawk Architect, refer to the RedHawk Architect Release
Notes.

Architect must be run as the root user.
To run Architect, type architect at a shell prompt:
# architect

Note that the sudo (8) command can alternatively be used to run Architect if that
method is preferred to using a root shell.

The very first time Architect is invoked after it is installed, a dialog appears presenting you
with the Concurrent End User Agreement.

[ End User Agreement x

RedHawk Architect 6.3

Please read the following End User Agreement and click the Accept
button if you agree to the terms.

CONCURRENT END USER AGREEMENT E

IMPORTANT - READ CAREFULLY! BY USING THESE PRODUCTS, YOU INDICATE THAT YOU
HAVE READ AND ACCEPTED THE TERMS OF THIS AGREEMENT. This CONCURRENT COMPUTEF
CORPORATION ("CONCURRENT") End-User Agreement ("Agreement") is a

legal agreement between you (either an individual or a corporate entity) and
CONCURRENT for the products and services listed on the ordering document
("PRODUCTS"). The HARDWARE PRODUCTS are the physical components. The
SOFTWARE PRODUCTS include computer software, associated media, printed
materials, "online" or electronic documentation, updates and supplements

to any of these provided to you by CONCURRENT. Any third party software
provided along with the SOFTWARE PRODUCTS that is associated with a separate
end-user license agreement is licensed to you under the terms of that license

[+] | (Iv)

[ Accept H Reject ]

Figure 1-1 Architect End User Agreement

When Architect starts, a dialog appears presenting you with the option to start a new
session or load an existing session.
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RedHawk Architect 6.3

Before you begin, please indicate a
session to work with. You may start a
new session or open an existing
Session.

Create a new session.

Open an existing session.
Close this dialog and choose a session later.

Figure 1-2 Opening RedHawk Architect Dialog

To start a new session, click on the New button. See “Creating a New Session” on page
1-4 for details.

A session can be saved at any time and loaded later to continue work on the file system
image. To edit an existing session, click on the Open button. See “Editing an Existing
Session” on page 1-54 for details.

When the Cancel button is clicked, the RedHawk Architect main window
appears, as shown in the following figure.

RedHawk Architect el

File Edit Tools Help

= N= e G@ Estimated Image Size: ||

4 Select Software

‘ Base Distro ‘

‘ RedHawk ‘

‘ ) NightStar ‘

Select New Session or Open Session to get started.

Figure 1-3 RedHawk Architect Main Window

1-3
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Your choices are:

® start a new session by clicking on the New Session icon or selecting
New Session from the File menu along the top of the window. See
“Creating a New Session” on page 1-4 for details.

® edit an existing session by clicking on the Open Session icon /= or
selecting Open Session in the File menu. See “Editing an Existing
Session” on page 1-54 for details.

Creating a New Session

An Architect session describes all decisions made about a particular target file-system
image, including:

® the target SBC

¢ which software should be installed

® how the software should be configured
When you select the New button from the opening Architect dialog, or the New Session

icon or New Session from the File menu along the top of the RedHawk
Architect main window, the New Session dialog, shown below, displays.

Please choose a RedHawk OS release and a target board type for the new
Session.

RedHawk Release: |§RnedHawk 6.3 (RHEL Workstation)

-]
Target Board: [none (create generic session) |v]

Figure 1-4 New Session Dialog

This dialog enables you to define the target board and its various characteristics using the
fields described below.

1-4
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RedHawk Release

Specify the version of RedHawk to be used for creating the target file-
system image. Be sure that you have the correct version of the RedHawk,
CentOS, Red Hat Enterprise Linux media or ISO files necessary to create a
target file-system image of the specified RedHawk release.

Target Board

Specify the target board from the dropdown. Select NON€ to build a
generic target file-system image that does not target any particular board.

I/0 Expansion

This section shows I/O expansion connectors that are available on the
board you have selected. For each I/O expansion connector, you may
designate an expansion module that you may have connected to it. The
choices available depend on the board you have selected.

Selecting Software to Install in the Image

To select the software to install in the file system image, click on Select Software
from the toolbox on the left side of the RedHawk Architect main window. This
allows you to select software from the following three groups:

¢ Base Distribution Linux packages
¢ RedHawk Linux operating system

® NightStar tools

Some initial selections are made for you by default; e.g. the core RedHawk OS. These
packages appear with a gray check mark and cannot be deselected.

The Estimated Image Size gauge at the top of the RedHawk Architect
main window indicates the approximate size the file system image will be when built. It
also indicates the percentage of the target board’s root device that will be consumed by the
image.

Once an image is built, you may click on the @ Refresh Image Size button to
calculate the actual image size as it is stored on disk. Alternatively, you may select
Refresh Image Size from the TOOIs menu. The Estimated Image Size
gauge will be updated to reflect the current actual size.

The spin control box to the right of the Estimnated Image Size gauge may be used
to change the desired maximum size of the image. This value cannot exceed the known
size of the root device but it can be made smaller. If the size of the root device is unknown
the maximum value allowed is 1 terabyte.

The UNAO button can be used to reverse the last package select or package deselect
operation. This can be used repeatedly to reverse several operations if desired, which is
useful for experimenting with package sets to see the effect on the estimated image size.

1-5
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Selecting Base Distribution

Linux Packages

To select CentOS or Red Hat packages for the file system image, click on the Base
Distro selection from the Select Software toolbox.

CentOS or Red Hat packages may be navigated by way of several “Package Views”.
Select the desired package view from the Package Views dropdown. The following

views are available

and are described in the subsections that follow.

¢ Standard Package Groups

* All Packages

¢ Selected Packages

Using the Standard Package Groups View

The Standard Package Groups view provides a view of CentOS or Red Hat
packages organized in a hierarchy of groups. The package group hierachy is the standard
CentOS and Red Hat package group hierachy. This view is shown in the following figure.

File Edit Tools Help
HEEGe®
Aoz |
\%BaseD\stm
s_wednawk

)1 NightStar

"4, Configure Image aN
% Build Image .
Customize Image ™,

Deploy Image

*untitled - RedHawk Architect -0 x
Estimated Image Size: 1596.5 MB (79% of 2.0 GB} |[2.068 B
~Select Base Distribution Packages to Install
Enterprise Linux Workstation 6.3 Package View: |Standard Package Groups ||
Package Categories:
{ Base System || servers | Web Services | Datab | system mar | wirt | Desktops | Applicatid * |*
Group Description =
Backup Client Client tools for connecting to a backup server and doing backups. I

Base The basic installation of Red Hat Enterprise Linux.

Compatibility libraries Compatibility libraries for applications built on previous versions of Red Hat Enterprise Linux.

Console internet tools Console internet access tools, often used by administrators.

Debugging Tocls Tools for behi and

ing performance problems.

Dial-up Networking Suppert | Tools for connecting via PPP or ISDN.

-1 Select All Groups in Category

Packages in Group "Backup Client":

-1 Select All Categories

\ Install | Package Size (KB) Description \

[1 amanda-client-2.6.1p2-7.el6.x86_64 618  The client companent of the AMANDA tape backup system

[ baculaclient-5.0.0-9.e16.x86_64 487 Bacula backup client

-1 Select All Packages in Group

Figure 1-5 Selecting Base Distro Packages, Standard Package Groups View

Packages may be selected or deselected by choosing a package group in the upper pane
and then checking or un-checking packages in that group in the lower pane. All the
packages in a chosen group may be selected with the Select all packages in

Group button.
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All the packages that are in all the groups of the currently chosen package category may
be selected with the Select All Groups in Category button. Also, the Select
All Categories button may be used to select all of the packages in all of the groups of
all of the categories.

Using the All Packages View

The All Packages view, as shown in the following figure, provides a sorted linear list
of all CentOS or Red Hat packages.

*untitled - RedHawk Architect =
File Edit Tools Help
74 2 Y €9 @ Estimated Image Size: 1596.5 MB (79% of 2.0 GB) | [20ce =
/Al Select Software ~Select Base Distribution Packages to Install

Enterprise Linux Workstation 6.3 Package View: |All Packages =
\vj; Base Distro
& RedHawk Install | Package | Size (KB) | Description =
[] |389-ds-base-1.2.10.2-20.el6_3.x86_64 4854 389 Directory Server (base)
' NightStar
389-ds-base-libs-1.2.10.2-20.el6_3.i686 1012 Core libraries for 389 Directory Server

O
D 389-ds-base-libs-1.2.10.2-20.el6_3.x86_64 1068 Core libraries for 389 Directory Server
D ConsoleKit-0.4.1-3.el6.x86_64 268 System daemon for tracking users, sessions and seat
|:| ConsoleKit-libs-0.4.1-3.e6.x86_64 22 ConsoleKit libraries
|:| ConsoleKit-x11-0.4.1-3.el6.x86_64 43 X1l-requiring add-ons for ConsoleKit
|:| DeviceKit-power-014-3.el6.1686 242 Power Management Service
|:| DeviceKit-power-014-3.el6.x86_64 247 Power Management Service
|:| ElectricFence-2.2.2-28.el6.1686 55 A debugger which detects memory allocation violatio
D ElectricFence-2.2.2-28.el6.x86_64 63 A debugger which detects memory allocation violatio
D GConf2-2.28.0-6.€/6.1686 6021 A process-transparent configuration system
D GConf2-2.28.0-6.¢6.x86_64 6076 A process-transparent configuration system
|:| GConf2-devel-2.28.0-6.el6./686 787 Headers and libraries for GConf development
=, Configure Image hN |:| GConf2-devel-2.28.0-6.el6.x86_64 787 Headers and libraries for GConf development
& | Build Image AN [[] Gconf2-gtk-2.28.0-6.16.x86_64 12  Graphical GConf utilities. E

: - \ oo
Customize Image

i 3037 packages [ oo
deploy Image = ur

Figure 1-6 Selecting Base Distro Packages, All Packages View

Packages may be selected or deselected from this list. The Filfer packages by
NAmMe box allows you to search for packages by name.

All packages can be selected by clicking on the Select All button.
Using the Selected Packages View

The Selected Packages view, as shown in the following figure, provides a sorted
linear list of all CentOS or Red Hat packages that are currently selected for installation.

1-7
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74l Select Software

\‘ﬁ Base Distro

D:Hldﬂ 2

*untitled - RedHawk Architect - o x
File Edit Tools Help
Jj B I:l_Jj 6 @jﬁ Estimated Image Size: 1596.5 MB (79% of 2.0 GB) ] IZ,D GB I%]
Select Base Distribution Packages to Install

Enterprise Linux Workstation 6.3

equired packages‘

\ RedHawk

<, Configure Image RS
% | Build Image BN
Customize Image A
Deploy Image AN

Package View: | Selected Packages -
Fter packages by names [

Install |

Package

| size (kB) |

Description

1EEE DR DR - EEE R

MAKEDEV-3.24-6.¢/6.x86_64
acl-2.2.49-6.el6.x86_64
aic94xx-firmware-30-2.el6.noarch
atk-1.28.0-2.el6.x86_64
atmel-firmware-1.3-7.el6.noarch
attr-2.4.44-7 el6.x86_64
audit-2.2-2.el6.x86_64
audit-libs-2.2-2.el6.x86_64
avahi-libs-0.6.25-11.el6.x86_64
b43-openfwwf-5.2-4.elé.ncarch
basesystem-10.0-4.el6.noarch
bash-4.1.2-9.el6_2.x86_64
bfa-firmware-3.0.0.0-1.el6.noarch
binutils-2.20.51.0.2-5.34.¢l6.x86_64

bridge-utils-1.2-9.el6.x86_64

31

0

3139

1330

9814

58

A program used for creating devi...
Access control list utilities
Adaptec SAS 44300, 48300, 583..
Interfaces for accessibility support
Firmware for Atmel at76c50x wir...
Utilities for managing filesystem ...
User space tools for 2.6 kernel au..
Dynamic library for libaudit
Libraries for avahi run-time use
Open firmware for some Broadco...
The skeleton package which defi...
The GNU Bourne Again shell
Brocade Fibre Channel HBA Firm...
A GNU collection of binary utilities

Utllities for configuring the linux ...

i

&

259 packages

A

Figure 1-7 Selecting Base Distro Packages, Selected Packages View

Packages may be deselected from this list. The Filter packages by name box
allows you to search for packages by name.

To exclude the required packages from the list, check the Hide required
packages checkbox. When this box is checked, only the optional packages are shown.

Selecting RedHawk OS Options

To select RedHawk Linux OS and kernels for the file system image, click on the
RedHawk selection from the Select Software toolbox. The RedHawk page,
shown in the following figure, displays.
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*untitled - RedHawk Architect - o x

File Edit Tocls Help

o 3 64 6 @ esimoted image size: | [z0cs B
Al Select Software ~  Select RedHawk Linux Packages to Install

7 Base Distro RedHawk Linux 6.3 %
x RedHawk

) NightStar Select RedHawk kernels to install:
[ Standard kernel

[%] Trace kernel

] Debug kernel

Show Core Packages ==

[l Install additional kernel debugging packages (for kernel symbols, crash dumps, etc.)

® Do not install any additional graphics packages

-, Configure Image N ) Install Nvidia graphics packages
% Build Image N

) Install ATl graphics packages

[l Install Frequency-Based Scheduler

&9 About RedHawk

A

Figure 1-8 Selecting RedHawk Options

Select which RedHawk kernel(s) to install by checking the appropriate checkbox(es):
Standard, Trace and/or Debug. The standard kernel does not have tracing or
debugging capabilities and it is the smallest sized kernel option. The trace kernel does
offer tracing capabilities but it does not have debugging capabilities. The debug kernel
offers both debugging and tracing capabilities. Note that at least one kernel must be
selected; the GUI enforces this by ensuring that a sole remaining selection cannot be
deselected.

Advanced users may wish to press the Show Core Packages >> button to refine
exactly which RedHawk packages they wish to install from the complete set of RedHawk
packages that are available on the media. Normally this is not necessary, but the option
exists to facilitate minimizing the image size for very small flash devices.

Select Install additional kernel debugging packages to install extra
support for live kernel debugging. This option is also required for RedHawk to be able to
create crash dumps. See the RedHawk User’ s Guide for more information.

If the target system has an NVIDIA graphics or CUDA card you may want to select the
Install NVIDIA graphics pacakges radio button. Note that you should only
select this option if the target system actually has NVIDIA hardware.

Select Install Frequency-Based Scheduler if you have previously purchased
and wish to install the RedHawk FBS software into the target image.

1-9
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Selecting NightStar Options

To select NightStar tools for the image, click on the NightStar selection from the
Select Products toolbox. The NightStar RT page, shown in the following figure,
displays.

*untitled - RedHawk Architect
File Edit Tools Help

4 @ Y @ & estimared mage sie | 208 B

A Select Software ~ Select NightStar Tools to Install

\'jl Base Distro Nightsmr RT

k RedHawk l
) NightStar ® Do not install any NightStar tools

0 Install select NightStar servers only:

[# NightView Source-level Debugger

[ NightTrace Event Analyzer

[®] NightProbe Data Monitor

[®] NightTune System and Application Tuner
[®] NightSim Application Scheduler

) Install all NightStar clients and servers

+ | Build Image ™, NightView NightProbe NightTune NightSim
Customize Image .
[OAbout N\ghtstar] [ % Undo
Deploy Image R

Figure 1-9 Selecting NightStar Tools

By default no NightStar tools will be installed in the target image. Choose the Install
select NightStar servers only radio button if you wish to only install NightStar
remote support for various tools. You may select individual servers from the list by
clicking on the checkboxes for each tool. The remote support allows NightStar tools
running on a host system to connect to and control the target remotely.

Choose the Install all NightStar clients and servers radio button to indicate
that all NightStar servers and clients are to be installed in the image. This allows the target
to run all NightStar tools locally, in addition to providing the remote support described
above.

Click on the About NightStar button to see a detailed description of each of the
individual NightStar tools that are available for installation.

1-10
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Configuring an Image

It is possible to configure a target file-system image before or after the image has been
built by selecting Configure Image from the toolbox on the left side of the
RedHawk Architect main window. This selection is available before and after an
image is built, however note that there are additional APpPIY buttons present on the pages
after an image has been built. It is necessary to apply any changes made after the image
has been built in order for the changes to be reflected in the on-disk file-system image.

To configure the file system image, select Configure Image from the toolbox on the
left side of the RedHawk Architect main window. This allows you to configure the
following four groups:

¢ General Settings
¢ Console
¢ Networking

¢ File Systems

Some initial selections are made for you by default.

Configuring General Settings

To configure time zone, root password and default system run level for the file system
image, click on General Settings from the Configure Image toolbox. The
General Settings configuration page appears, as shown in the following figure.

1-11
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1-12

*untitled - RedHawk Architect - o x
File Edit Tools Help
(GO @ cmimpesie [ —
m - Configure General Settings

., Configure Image .

.!‘; General Settings %] Hardware clock is set to UTC

Time Zone: [America/New YOrk ...

Root Password:

) e
— Confirm Password:

@ Networking
System Run Level: [E]

{77\ File Systems

% Build Image A

Customize Image

Deploy Image ~

Figure 1-10 General Settings Configuration Page
In the Time Zone section, select the proper time zone for your location from the
dropdown. Click in the checkbox to indicate if your system clock uses UTC.
NOTE
By default the Hardware clock is set to UTC checkbox
is selected, so be sure to set the target system’s BIOS clock in

Coordinated Universal Time. If you do not select this, set the
BIOS clock according to the selected time zone.

In the ROOt Password section, enter the root password in the Password field.
Reenter it in the Confirm Password field.

NOTE

The default root password is redhawk (all lowercase letters and
only one word with no spaces).

In the Run Level section, select the desired default run level from the dropdown.

If a change is made to the general settings after the target file-system image has been built,
an Out-of-Sync Notice will appear at the bottom of the page, as shown in the following
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figure:

/I, The data on this page is out of sync with the target system image.

Show Differences &) Update Image &) Update Session
~ See what data is different in the Apply settings on this page to Update this page from the
image. the image. image.

Figure 1-11 General Settings and Image Out-of-Sync Notice

The appearance of an Out-of-Sync Notice on any page indicates that the settings currently
displayed in the session do not match the state of the associated target image. Click on
Show Differences to see which settings are currently out-of-sync. To resolve the
issue, it is necessary to either click on Update Image or Update Session.

The Update Image button will apply the currently displayed settings to the target
image, whereas the Update Session button with change the currently displayed
settings to match the state of the target image. The Out-of-Sync Notice will disappear once
an update direction has been selected.

Configuring a Console

To configure a serial console for the file system image, click on Console from the
Configure Image toolbox. The Configure Console page appears, as shown
in the following figure.

*untitled - RedHawk Architect -0 x
File Edit Tools Help
[ (@ R comaetimae ses (o —
Al Select Software = ~ Configure Consol
“, Configure Image
ﬁ [ Enable serial consol
L
s
e

@ Networking

File Systems

% Build Image Y

Deploy Image AN

Figure 1-12 Console Configuration Page
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Click on the Enable serial console checkbox to activate the fields that define the
port and baud rate for the console.

Select a port from the Serial Port dropdown.
Select a baud rate from the BOud Rate dropdown.

If a change is made to the console settings after the target file-system image has been built,
an Out-of-Sync Notice will appear at the bottom of the page, as shown in the following
figure:

/I, The data on this page is out of sync with the target system image.

Show Differences &) Update Image &) Update Session
See what data is different in the Apply settings on this page to Update this page from the
image. the image. image.

Figure 1-13 Console Settings and Image Out-of-Sync Notice

The appearance of an Out-of-Sync Notice on any page indicates that the settings currently
displayed in the session do not match the state of the associated target image. Click on
Show Differences to see which settings are currently out-of-sync. To resolve the
issue, it is necessary to either click on Update Image or Update Session.

The Update Image button will apply the currently displayed settings to the target
image, whereas the Update Session button with change the currently displayed
settings to match the state of the target image. The Out-of-Sync Notice will disappear once
an update direction has been selected.

NOTE

If your target system does not have a serial port do not configure a
serial console on this page.

Configuring Networking

1-14

To configure networking for the file system image, click on Networking from the
Configure Image toolbox. The Configure Networking page appears, as
shown in the following figure.
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| (2068 B

~Configure Nety 1]

~ Network Devices

1L
_@ General Settings
E Console

Networking

i

77\ File Systems

% Build Image N
Customize Image .

& Deploy Image A

Device |Enabled | IP Address Netmask
eth0 Yes DHCP DHCP
ethl No DHCP DHCP
eth2 No DHCP DHCP
eth3 No DHCP DHCP
ethd No DHCP DHCP
eth5 No DHCP DHCP
ethé No DHCP DHCP
eth? No DHCP DHCP

O Use DHCP hostname

@® Use static hostname:

redhawk

M s Setting

® Use DHCP settings

O Use static settings:

DNS Domains

DNS Servers

Figure 1-14 Network Configuration Page

All available network devices are listed in the Network Devices section. There may
be more or less devices shown depending on the target board selected.

To configure a particular network device, click on the device to select it, then click on the
Edit button. The Configure Network Device dialog shown in the following

figure displays.
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1-16

Configure Network Device

H@ Configuring network device eth0

2
ol
IP Address Configuration

@ Use DHCP to obtain IP address

() Use static IP address

IP Address Netmask

J /1 |

[ ¢ 0K ] [xr:ance|]

Figure 1-15 Configure Network Device Dialog

The selected network device is displayed at the top of the dialog.

Click on the Enable On Boot checkbox to enable/disable the device automatically on
boot.

Choose the Use DHCP to obtain IP address radio button to enable dynamic
address configuration, or choose the Use static IP address radio button to enable
manual address configuration. For manual configurations, enter the IP address and
netmask in the appropriate fields.

Click on OK to apply the settings to the image and close the dialog. Click Cancel to
cancel changes.

On the Configure Networking dialog under the Hostname and
Miscellaneous Settings areas, either select the Use DHCP settings or supply
the hostname, default gateway, domains, and DNS server addresses in the appropriate
fields. Note that multiple DNS domains and DNS servers may be specified by separating
multiple entries with either spaces or commas. Be sure to select the Us& DHCP setting if
a DHCP server will be providing the network parameters dynamically.

If a change is made to the network settings after the target file-system image has been
built, an Out-of-Sync Notice will appear at the bottom of the page, as shown in the
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following figure:

/I, The data on this page is out of sync with the target system image.

Show Differences &) Update Image &) Update Session
~ See what data is different in the Apply settings on this page to Update this page from the
image. the image. image.

Figure 1-16 Network Settings and Image Out-of-Sync Notice

The appearance of an Out-of-Sync Notice on any page indicates that the settings currently
displayed in the session do not match the state of the associated target image. Click on
Show Differences to see which settings are currently out-of-sync. To resolve the
issue, it is necessary to either click on Update Image or Update Session.

The Update Image button will apply the currently displayed settings to the target
image, whereas the Update Session button with change the currently displayed
settings to match the state of the target image. The Out-of-Sync Notice will disappear once
an update direction has been selected.

Configuring File Systems

To configure file system options for the file system image, click on File Systems from
the Configure Image toolbox. The Configure File System page appears, as
shown in the following figure.

*untitled - RedHawk Architect -0 x
File Edit Tools Help
3y @ @ estimates image size (208 B
A Select Software = ~Configure File Systems.
~, Configure Image ™~ .
[~ Root File System Options

L ice:
_E General Settings 2l [sda
= All existing data on this disk will be iost.

|u\ Console File System Type:

® Mount writable:
@ Networking
Pt [%] Use "noatime” option

[T] Bind-mount files listed in fetc/rwtab on tmpfs
"\ File Systems i
) Mount read-only

@ | Bulld Image AN
Customize Image ™

Advanced Disk Partitioning >>

Figure 1-17 File System Configuration Page
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There are two different partitioning modes supported: Simple Disk Partitioning
and Advanced Disk Partitioning. By default this page is in the simple disk
partitioning mode.

NOTE

When using the PXE Diskless deployment method, all file system
configuration settings are ignored; any local drive media that is
present on the target will be untouched and ignored. See “Booting
Diskless via PXE over a Network™ on page 1-50 for more infor-
mation.

Simple Disk Partitioning

1-18

Simple disk partitioning is the traditional partitioning that was offered by previous
versions of RedHawk Architect. In this mode only a single partition will be created on the
specified disk device.

Indicate the desired root device in the Disk Device field. Use the File System
Typée pulldown menu to select the file-system type that you wish to use for the file
system that will be created on the target.

By default Mount writable is selected and the root file system will be mounted with
both read and write permissions.

Check the Use "noatime” option box to mount the root file system with the
noatime option. This helps to minimize the number of writes to the root device when root
is not mounted read-only.

Check the Bind-mount files listed in /etc/rwtab in tmpfs box to mount
the files and directories listed in /etc/rwtab as writable but temporary files in a tmpfs
file system. This is automatically enabled for read-only file systems, however even for
writable file systems it may be useful to help minimize the number of writes to the root
device.

Select Mount read-only to mount the root file system read-only. Mounting the root
file system read-only offers improved security and it will also help preserve the life of root
flash devices.

If a change is made to the file-system settings after the target file-system image has been
built, an Out-of-Sync Notice will appear at the bottom of the page, as shown in the
following figure:

/I The data on this page is out of sync with the target system image.

Show Differences &) Update Image &) Update Session
See what data is different in the Apply settings on this page to Update this page from the
image. the image. image.

Figure 1-18 File-System Settings and Image Out-of-Sync Notice

The appearance of an Out-of-Sync Notice on any page indicates that the settings currently
displayed in the session do not match the state of the associated target image. Click on
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Show Differences to see which settings are currently out-of-sync. To resolve the
issue, it is necessary to either click on Update Image or Update Session.

The Update Image button will apply the currently displayed settings to the target
image, whereas the Update Session button with change the currently displayed
settings to match the state of the target image. The Out-of-Sync Notice will disappear once
an update direction has been selected.

Advanced Disk Partitioning

The advanced disk partition mode provides a more modern and flexible disk partitioning
scheme. In this mode multiple partitions and even multiple disks can be defined and
configured.

The Advanced Disk Partitioning mode is shown in the following figure.

*untitled - RedHawk Architect -0 x
File Edit Tools Help
F 3 EY & @ estimated image Size: 1596.6 MB (79% of 2.0 GB) | [20GB 5
Al Select Software = ~Configure File System
“, Configure Image ™
Disk Partition Size (MB) Mount Point File System Options
| = sda
sda2 1000 swap
- h sda3 maximum / extd defaults
|=‘ Console All existing partitions and data on this disk will be lost.
@ Networking
L | File Systems
4 Add partition....| | e= Remove Partition | |-, Edit Partition | & Reset to Defaults
| 4adopisk || e=removepisk || - Egitpisk |
Install boot loader on MBR of disk:
A
m £ If the size of any disk device is exceeded, you will get an error when the device is installed.
Customize Image S
m << Simple Disk Partitioning
4

Press Add Partition... to add new partitions to the currently selected disk.
Press Remove Partition to remove the currently selected partition.
Press EAit Partition to edit attributes of the currently selected partition.
Press Add Disk to add a new disk to the set of currently available disks.

Press Remove Disk to remove the currently selected disk from the set of available
disks.

Press EAit Disk to edit attributes of the currently selected disk.
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Use the INstall boot-loader on MBR of disk pulldown to choose the disk that
you will be booting from if multiple disks have been defined.
NOTE

You must ensure that any additional disks defined using advanced
partitioning in fact exist on the target for installation to succeed.

NOTE

Multiple disks cannot be partitioned with the USB Device
deployment tool. In order to use multiple disks you must deploy
with one of the Installer methods (via DVD, USB or PXE).

Building an Image

To build the file system image by installing the selected software, select Build Image
from the toolbox on the left side of the RedHawk Architect main window. The
Build Image page shown in the following figure displays.

*untitled - RedHawk Architect -0 x
File Edit Tools Help
F4 |3 EY € @ Estimated Image Size: 1596.5 MB (79% of 2.0 GB) | [20ce =]
4] Select Software [Build Imag
“, Configure Image ™, Use this page to build the target system image with the selected software and configure it with the configuration
settings.

+ | Build Image N

= Build Options
& | Build
[® Use imported 1SO images instead of media .-/ Import ISO Images...

Target System Image Location:

Directory: [Nsr}l\b/srchltect/\msges ] )Bmwse
Image Name: |test|

% | Build Image

Customize Image .
Deploy Image AN

Figure 1-19 Build Image Page
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Choose a directory in which to build the file system image and enter it in the Directory
field, or click on the Browse button to display a file browser from which to choose.

NOTE

Do not use /tmp as the target directory. Packages like “tmp-
watch” might remove files that have not been accessed in a certain
number of days, thereby sabotaging the image directory.

Choose a name for the file system image and enter it in the Image Name field.

NOTE

Make sure that the directory you specify has enough free disk
space to hold one or more file system images, each of which can
be several gigabytes in size.

Click on the Build Image button to begin the build process. The rest of this section
assumes that you have not previously imported the ISOs from their respective media by
clicking on the Import ISO Images... button or selecting Media ISO
Manager in the TOOIS menu. Advanced users may wish to do that to avoid inserting
DVD or CD media repeatedly. See “Chapter 2: Importing ISO Images” for more
information.

Dialogs are presented to guide you through the process of installing the software into the
image. For example, you will be prompted to insert various DVD or CD media, as shown
in the following figure. Follow the directions to load the media, then click OK to begin.

\i,) Please insert the RHEL 6.3 Updates Workstation (Version 6.3) DVD.

Lgox ]| avor |

Figure 1-20 Build Prompt to Insert Red Hat Media

When OK is selected, the Red Hat installation begins. The Build Image screen
overlays the RedHawk Architect main window and tracks the progress, as shown
in the following figure.

Clicking Abort at any time in the build process aborts the build. A confirmation
message then displays and you must click on the ClOS€ button to close the message box
and reactivate the RedHawk Architect main window.
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3 Image Builder x

Building image (/var/lib/architect/images/test).

— Current Progress

Installing Red Hat Enterprise Linux Warkstation 6.3 packages:

I BBBRRN 19%

keyutils-libs-1.4-4 . el6

—Owerall Progress

View:

Fetched Red Hat Enterprise Linux Workstation packages.

[ & oK H Abort ]

Figure 1-21 Status of Red Hat Installation

A progress bar at the top of the Image Builder screen shows the progress of the Red
Hat installation from the media.

A status area in the lower half of the screen tracks the progress of the complete build
process. The status area can be changed to show an error log using the View dropdown.
View

When Status is selected, the overall progress messages are displayed.
When Error Log is selected, the error log is displayed, which shows any
error messages generated by the build process. Regardless of the View
setting, critical error messages result in pop-up error dialogs with which
you can interact.

Abort

Click on this button to abort the build. A confirmation dialog displays
allowing you to confirm or decline aborting the build process.

OK

Once the build is completed or aborted, click on the OK button to close the
Build Image screen and reactivate the RedHawk Architect

main window.
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When the Red Hat installation is complete, the dialog shown in the following figure
appears.

@ Please insert the RedHawk Linux 05 (Version 6.3) DVD.

WIm

| Abort |

Figure 1-22 Build Prompt to Insert RedHawk Media
Load the RedHawk Linux media, then click OK. The RedHawk installation begins and

the Image Builder screen tracks the progress, as shown in the following figure.

3 Image Builder x

Building image (/var/lib/architect/images/test).

—Current Progress

Installing RedHawk Linux OS 6.3 packages:

TERBBBBRRRNN] 3%

ccur-redhat-logos-60.0.14-1.20121029

— Overall Progress

View:

Fetched Red Hat Enterprise Linux Workstation packages.
Installed Red Hat Enterprise Linux Workstation packages.
Fetched RedHawk Linux OS5 packages.

| dox || apor |

Figure 1-23 Status of RedHawk Installation
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1-24

If you have selected to install the RedHawk Frequency Based Scheduler optional product
the following figure will appear during the RedHawk installation.

\il) Please insert the RedHawk Linux FBS (Version 6.3) CD.

Figure 1-24 Build Prompt to Insert FBS Media

Load the RedHawk FBS media, then click OK. The RedHawk installation begins and the
Image Builder screen tracks the progress, as shown in the following figure.

2 Image Builder x

Building image (/var/lib/architect/images/test).

—Current Progress

Installing RedHawk Linux FBS 6.3 packages:
0 0%

—Owerall Progress

Fetched Red Hat Enterprise Linux Workstation packages.
Installed Red Hat Enterprise Linux Workstation packages.
Fetched RedHawk Linux OS5 packages.
Installed RedHawk Linux O5 packages.
Fetched RedHawk Linux FBS packages.

| @oc || aport |

Figure 1-25 Status of RedHawk FBS Installation
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When the RedHawk installation is complete, the dialog shown in the following figure
appears if the NightStar tools have been previously selected for this image.

\i,) Please insert the NightStar RT (Version 4.2 or newer) CD.

[0oxé[ Abort |

Figure 1-26 Build Prompt to Insert NightStar Media
Load the NightStar media, then click OK to begin. The NightStar installation begins and

the Image Builder screen tracks the progress, as shown in the following figure.

3 Image Builder x

Building image (/var/lib/architect/images/test).

—Current Progress

Installing NightStar RT Server == 4.2:

ccur-nstar x86_64 1.4-5.1 ccur-nstar-rt-server-cd-4.2 96 k [=]
ccur-ntracelog %86 64 7.2-1.3.2 ccur-nstar-rt-server-cd-4.2 668 k
ccur-ntunecommon %86 64 3.4-1.1 ccur-nstar-rt-server-cd-4.2 4.4 k
ccur-ntunesery %86 64 3.4-1.1 ccur-nstar-rt-server-cd-4.2 928 k

Transaction Summary

Install 7 Packagel(s)

Upgrade 5 Package(s)

Total download size: 2.8 M k -

—Overall Progress

Fetched Red Hat Enterprise Linux packages.
Installed Red Hat Enterprise Linux packages.
Installed RedHawk Linux O5.

[ & oK H Abort l

Figure 1-27 Status of NightStar Installation

When all software is installed, the completion message shown in the following figure
appears.
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Building image (/var/lib/architect/images/test).

— Current Progress

Image Builder x

The image has been built.

— Overall Progress

Installed Red Hat Enterprise Linux packages.

Installed RedHawk Linux 0S.

Installed NightStar RT Server.

Configuration changes have been applied to the image.
Done.

L

Show Output Log

Figure 1-28 Build Completed Successfully Message

Click OK in the Build Image screen to close it and reactivate the RedHawk
Architect main window.

Customizing an Image

To further customize the file system image, select Customize Image from the
toolbox on the left side of the RedHawk Architect main window. This allows you
to customize the following groups:

Software Updates
Kernel Manager
Additional RPMs
File Manager
Chroot Shell

Image Cleanup

Each of these customizations will be fully described in the following sections.
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Software Updates

To install RedHawk and NightStar updates into the file system image, click on
Software Updates in the Customize Image toolbox. The Software
Updates page appears, as shown in the following figure.

*untitled - RedHawk Architect -0 x
File Edit Tools Help
D cums moesie o —

~Software Updates.

4 Select Software

4, Configure Image ™, Use this page to install RedHawk and NightStar updates in the target system image. To install updates you must
have a Concurrent Software Updates for RedHawk CD, DVD, or ISO image.
% | Build Image ™,
Customize Image b

Update Options
@ Software Updates
[%| Use imported 1SO image instead of media . Import 150 Images...
¥ Kernel Manager

> Additional RPMs
S

=
File Manager

Chroot Shell

Visit the Concurrent Software Portal to download an IS0 image with the latest updates.

/
Qf‘ Image Cleanup

L
=}
i
£ K]
Z
=
8

Figure 1-29 Software Updates Page
Press the INstall Updates button to install updates and you will be prompted for to

insert the media. Follow the instructions as they are presented. You should see the
following dialog displayed once all updates have been successfully installed.
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Updating image (/var/lib/architect/images/test).

—Current Progress

The image has been updated.

—Overall Progress

Installed Software Updates for RedHawk Systems.
Done.

Show Output Log

Figure 1-30 Software Updater Dialog

Kernel Manager

By default you can choose to boot a standard RedHawk kernel in your target image.
However you may also wish to customize the kernel to include additional components or
possibly to exclude existing components.

To customize kernel settings for the target image, click on Kernel Manager from the
Customize Image toolbox. The Kernel Manager page appears, as shown in
the following figure.
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*untitled - RedHawk Architect - 0 x
File Edit Tools Help

PELLGIC L™ se7mposvuorzoce) | | (2068 5

/W Select Software LR LT 2

“4, Configure Image ™
Select the default kernel to boot:
# Build Image \ [ RedHawk Linux 6.3.1-20121029 (Trace="es, Debug=No) |
Customize Image ™

= Software Updates

i~ Configure Custom Kernel

You may invoke the standard kernel configuration teol to create a
custom kernel configuration interactively.

& Kernel Manager =, Configure Custom Kernel | based on: | RedHawk standard kernel |~

% Additional RPMs You may copy a custom kernel configuration to or from the host file
- system.

Import Kernel Configuration... Export Kernel Configuratior
File Manager [ ] [

Chroot Shell
—Compile Custom Kernel

/ Use the current custom kernel configuration to build a custom kernel in
‘ﬁ Image Cleanup the target system image.

s

I % | Build Customn Kernel ] [ Remove Custom Kernel

4 Deploy Image AN

Figure 1-31 Kernel Manager Page

The Kernel Manager allows you to perform different functions with the kernel
configuration in the target image.

The Select the default kernel to boot pulldown allows you to choose which
installed kernel should be the default kernel that boots in the target image. Any change
made to this setting is customized in the target image immediately.

The Configure Custom Kernel area contains functions related to configuring
custom kernels for the target image. The Compile Custom Kernel area contains
functions related to building custom kernels for the target image. These functions will be
described in the following sections.

Note that only one custom kernel configuration, and therefore one custom kernel, can be
associated with a specific target image at any given time.

Kernel

The Configure Custom Kernel button begins the process of creating a custom
kernel configuration. The custom kernel configuration is based upon the kernel
configuration that is selected in the dropdown menu that is immediately to the right of the
Configure Custom Kernel button.

The choices in the dropdown are: RedHawk standard kernel, RedHawk
tfrace kernel, RedHawk debug kernel and Custom kernel (available
once a custom kernel configuration has been imported or configured). The first three
create new configurations based on the configurations of the standard RedHawk kernels.

1-29



RedHawk Architect User’s Guide

The Custom kernel choice bases the new configuration on the current custom kernel
configuration that is associated with the image; thus, the Custom kernel choice can
be used to further customize a configuration that you have already customized or
imported.

Pressing the Configure Custom Kernel button will bring up two different dialog
windows. The first dialog window displays overall configuration progress status, as shown
in the following figure.

Custom Kernel Manager x

Configuring custom kernel in image.

—Current Progress

Running ccur-config

Configuring version: 3.5.7-RedHawk-6.3 . 1-custom
Backing up existing .config to .config.bak
Cleaning source tree...

— Overall Progress

View:

Started custom kernel configuration process.
Using "standard" configuration as base.

[ & oK H Abort ]

Figure 1-32 Custom Kernel Dialog

This window shows the status of running the ccur-config command in the target
image kernel source directory. The ccur-config command will eventually bring up the
Linux Kernel Configuration window to customize the kernel, as shown in the
following figure.
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= Linux/x86_64 3.5.7 Kernel Configuration -0 x
File Edit Option Help

© @& I E
Option Option

- @ Prompt for development and/or incomplete code/drivers
~IRQ subsystem ~Cross-compiler tool prefix: 3

~Timers subsystem ~Local version - append to kernel release:
~RCU Subsystem ~OAutomatically append version information to the version string
=~Control Group support =-Kernel compression mode

Group CPU scheduler ®Gzip

ENamespaces support
~M@Configure standard kernel features (exg
~Kernel Performance Events And Counters
~Kernel Tracing

~GCOV-based kernel profiling ~Default hostname: (none)
A Enable loadable module support [ Support for paging of anonymous memory (swap)
=-HEnable the block layer ESystem V IPC
Partition Types EPOSIX Message Queues

10 Schedulers BSD Process Accounting
=-Processor type and features BSD Process Accounting version 3 file format
~M@Paravirtualized guest support open by fhandle syscalls I~
- Supported processor vendors General setup
=-Power management and ACPI options
EACPI (Advanced Configuration and Powe
EISFI (Simple Firmware Interface) Support]
-CPU Frequency scaling
~Memory power savings
=-Bus options (PCl etc.)
~MPCCard (PCMCIA/CardBus) support
1 Support for PCI Hotplug
Executable file formats / Emulations
=-Networking support
=~Networking options
etwork packet filtering framework
Core Netfilter Configuration

I [ 8]

Figure 1-33 Linux Kernel Configuration Dialog

This window allows you to customize almost any aspect of the custom kernel
configuration. It is expected that users who are performing this step have a thorough
understanding of Linux kernel configuration.

Note that you must SAVe the kernel configuration before you exit the Linux Kernel
Configuration window. Failure to SQVe the configuration will result in an error
being displayed in the Custom Kernel Manager dialog window and no changes to
the custom kernel configuration will be made.

NOTE

Certain compilation related RPMs must be installed on the host
system in order to successfully configure and build a custom ker-
nel (e.g. make, gce). If any of these RPMs are missing you will
be presented with a dialog detailing which RPMs must first be
installed on the host system before you can proceed.

Import Kernel Configuration

The Import Kernel Configuration button allows you to choose a Linux kernel
configuration file on the host system and import it to become the custom kernel
configuration in the target image.

Note that once a custom kernel configuration has been imported you can further customize
it by using the Configure Custom Kernel button and selecting the Custom
kernel to base the configuration on.
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Export Kernel Configuration

The Export Kernel Configuration button allows you to copy the target’s current
custom kernel configuration to the host system.

Build Custom Kernel

1-32

The Build Custom Kernel button allows you to build and install a complete custom
kernel in the target image. You must first have created a custom kernel configuration,
either by using the Configure Custom Kernel button or by using the Import
Kernel Configuration button.

Building a custom kernel compiles each file that comprises the Linux kernel and this
process can take quite a bit of time to complete. Once you start the process, you will see
the Custom Kernel Manager dialog appear, as shown in the following figure and
it will describe the entire process.

Custom Kernel Manager x

Building custom kernel in image.

—Current Progress

Running make -j8 bzlmage

Configuring version: 3.5.7-RedHawk-6.3.1-custom
Backing up existing .config to .config.bak
Cleaning source tree...

Preparing configuration for a custom kernel...

—Overall Progress

Started custom kernel build process.

| @oc || abort |

Figure 1-34 Initial Build Progress

Initially ccur-config will be invoked and once that completes the kernel build stages
will begin, as shown in the following figure.
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Custom Kernel Manager x

Building custom kernel in image.

—Current Progress

Running make bzlmage

cC arch/x86/vdso/vvar.o

cC security/selinux/xfrm.o

LDs arch/x86/vdso/vdso32/vdso32. lds
AS arch/x86/vdso/vdso32/note. o

AS arch/x86/vdso/vdso32/int80.0

AS arch/x86/vdso/vdso32/syscall.o
AS arch/x86/vdso/vdso32/sysenter.o
CC mm/rmap.o

cC arch/x86/vdso/vdso32-setup.o

cC fs/futimes.o

cC arch/x86/mm/extable.o

3

4

—Owerall Progress

View:

Started custom kernel build process.
Completed ccur-config.

[ & ok H Abort ]

Figure 1-35 Kernel Build Stages

Finally, once the entire build and install process is complete, the kernel source tree will be
cleaned to free up the temporary space used to build the kernel. At this point the entire
build process will be complete, as shown in the following figure.
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Custom Kernel Manager ®

Building custom kernel in image.

— Current Progress

The custom kernel has been built.

—Overall Progress

Completed make -j8 modules. [Z]
Completed make modules_install INSTALL_MOD_STRIP=1.

Completed make install. |:|
Completed make distclean.

Completed custom kernel build process. @
Done.

Show Output Log [ Abort ]

Figure 1-36 Kernel Build Complete

The custom kernel automatically becomes the default kernel to boot. If this choice is not
desired, change the kernel to boot using the Kernel To BOOT area as described above.

Remove Custom Kernel

The Remove Custom Kernel button allows you to remove the current custom
kernel from the target image. This will remove the entry in grub.conf as well as all of
the associated kernel files in the image.

Note that the custom kernel configuration itself is not removed. Thus, it is still possible to
build a custom kernel based on the current custom kernel configuration that still remains
in the target image.

Additional RPMs

To install additional RPMs into the target file system image manually, click on
Additional RPMs from the Customize Image toolbox. The Install
Additional RPMs page appears, as shown in the following figure.
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Figure 1-37 Install Additional RPMs Page

The Install Additional RPMSs page can be used to locate RPM files on the host
system and then easily install them into the target file system image. Note that the
interface supports multiple selection; if you have a set of RPMs that have dependencies
upon each other you will need to select all of the RPMs simultaneously to have them
properly installed together into the target file system image.

Installing Board Support Packages

File Manager

Concurrent provides Board Support Packages (BSPs) for several supported SBCs. These
BSPs are distributed as RPMs that may be installed in an image using the Additional
RPMs page as described above. Contact Concurrent (Support@ccur.com or 1-800-245-
6453) for information on how to obtain BSPs for a particular SBC.

To copy various files into the target file system image manually, click on File
Manager from the Customize Image toolbox. The File Manager page
appears, as shown in the following figure.
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Figure 1-38 File Manager Page
The File Manager page supports many features including multiple selection, the

ability to create new directories in the target file system image, and the ability to delete
files in the target system image.

Chroot Shell

To customize the target file system image manually, click on the Chroot Shell from
the Customize Image toolbox. The Chroot Shell page appears, as shown in the
following figure

1-36



RedHawk Architect User’s Guide
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system image. The root directory of the shell will be in the target system image.
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Chroot Shell Options
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Run Chroot Shell
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&' Deploy Image .

Figure 1-39 Chroot Shell Page

From this toolbox you can open a “chroot” shell in a terminal window. Select the type of
terminal from the dropdown and click on the Run chroot shell button. A terminal
screen opens, as shown in the following figure.

E Chroot Shell N
File Edit View Search Terminal Help

Entering image configuration shell. |
Exit the shell when you are finished.

image:test (redhawk)# [ N

Figure 1-40 chroot Shell
This provides a shell with the root directory being the file system image directory. All

changes made to system files (including software installed or removed) will be done in the
file system image directory only. The host’s root file system will not be affected.
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Image Cleanup

1-38

Exit the shell when changes are complete.

You may reduce the size of the file system image by removing various types of files that
may be unnecessary for the image. To remove unnecessary files from the image, click on
Image Cleanup in the Customize Image toolbox. The Image Cleanup
page appears, as shown in the following figure.
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Figure 1-41 Image Cleanup Page

Select the types of files to remove from the file system image and click the Remove
Files button.

To remove the RPM database from the file system click the Remove RPM
Database button. Once this is done you will lose all ability to manage RPMs in the
image. This cannot be undone. Only do this once you are sure you do not have to add or
update any more RPMs in the image.
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Deploying an Image

Target root file system images can be deployed onto target boards in several differnt ways
with RedHawk Architect .

¢ USB devices can be directly flashed with the root file system image. This
includes USB drives and also CompactFlash cards in CompactFlash-to-
USB adapters. These devices can then be inserted into a target board and
the board will boot the image upon a restart. See “Deploy to USB Device”
on page 1-39 for more information.

* DVD media installers can be created with the root file system image on it.
Architect creates a bootable installation DVD that will boot on the target
and install the root file system onto the target board’s local media. Once
complete, the DVD is removed and the board will boot the image upon a
restart. See “Install via DVD media” on page 1-45 for more information.

®* A USB drive installer can be created with the root file system on it.
Architect creates a bootable installation USB drive that will boot on the
target and install the root file system onto the target board’s local media.
Once complete, the USB drive is removed and the board will boot the
image upon a restart. See “Install via USB drive” on page 1-46 for more
information.

® RedHawk Architect can deploy the root file system image directly to a
virtual machine image that can be booted via QEMU. See “Deploy to
Virtual Machine” on page 1-44 for more information.

®* RedHawk Architect can deploy the root file system image over the
network. It can deploy an installer that will install the root file system
image onto the target board’s local media, or it can deploy the root file
system image via NFS for fully diskless booting. See “Installing via PXE
over a Network” on page 1-47 for more information on network
installation, and see “Booting Diskless via PXE over a Network™ on page
1-50 for more information on diskless booting.

In addition to deploying root file system images to target boards, Architect also supports
deploying root file system images to vitual machine images, which can be booted in
virtual machines running directly on the host. Using this feature, it is possible to test target
system images without the use of any target hardware.

Deploy to USB Device

To copy a target root file system image to a USB device, select Deploy Image from
the toolbox on the left side of the RedHawk Architect main window and click on the USB
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Device button. This will display the Deploy Image to USB Device page, as
shown in the following figure.
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Al Select Software ey Dl b=
“4, Configure Image ™ Use this page to install the target system image on a USB storage device connected to this host. That device

can then be transferred to the target system and used as the bootable root device of that system.

% | Build Image ™
/¥ Customize Image b
The settings on the Configure File Systems page will be used to partition the device; however, the disk device

g? Deploy Image " name on that page will be ignored.

s USB Device

To install on @ CompactFlash card, use a CompactFlash USE adapter.

Virtual Machine
~
'\;/' DVD Installer

|| USB Installer

-E PXE Installer
g PXE Diskless

Figure 1-42 Deploy to USB Device Page

The Install Image on USB Device... button allows you to copy a root file system
image onto a USB flash device (e.g. a standard USB Flash Drive or a CompactFlash that is
connected directly to the host machine via a USB-to-CompactFlash adapter). Note that
IDE/SATA CompactFlash adapters are not supported at this time.

NOTE

CompactFlash devices and USB drives can be bought inexpen-
sively at many retail stores that sell computer accessories. Note
that the duration of the flashing process depends upon the perfor-
mance rating of the specific CompactFlash device or USB drive. It
is recommended to use CompactFlash devices or USB drives that
have a minimum of a 40MB/s read/write performance rating.

Pressing the Install Image on USB Device... button will begin copying the target
root file system onto the USB device by bringing up the USB Device Flasher dialog,
as shown in the following figure.
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(] USB Device Flasher x

Flashing image to USB device.

—Current Progress

This space intentionally left blank.

—Overall Progress

e

Figure 1-43 Flash Image Dialog

The host system will now be scanned for attached USB flash storage devices. If multiple
devices are found a choice will be presented to the user, otherwise the sole device found
will be selected by default. Once a device is found or chosen, a confirmation dialog similar
to the following will appear:

usB De\;r.ice Flas.l'.ler x

| '«

Flashing image to USB device.

—Current Progress

Locating USE devices.

[SSESRSESESRERSE AR RR R R RS R RT]

® Architect Warning x
Using device /dev/sdb (USB_2.0 Flash_Drive).

The contents of this device will be destroyed!

~Overall Progress

View: |Status |~/

[ Fox || apor _

Figure 1-44 Flash Device Confirmation

Press OK to confirm the operation and then the copy will begin, as shown in Figure 1-45.
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Flashing image to USB device.

—Current Progress

Copying image to /dev/sdb:
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—Overall Progress

View: |Status

Using device /dev/sdb (USB_2.0 Flash_Drive).
Initialized partition table on /dev/sdb.
Created file systems on /dev/sdb.

e

Figure 1-45 Flash Copy Begins

Note that no initial check is made to determine whether the image will fit onto the size of
the selected CompactFlash device. If the copy fails because of insufficient space, an error
message will be displayed, as shown in the following figure.

UsSB Deu.rice Flasﬁer x

|

Flashing image to USB device.

—Current Progress

Copying image to /dev/sdb:

IETETRENI 20%

Architect Error

Q Could not copy image to /dev/sdb

~Overall Progress

View: |Status | =

Initialized partition table on /dev/sdb.

|
|
Using device /dev/sdb (USB 2.0 Flash_Drive).
Created file systems on /dev/sdb.

| ~ Jox | [ abort |

Figure 1-46 Flash Dialog Error

If the CompactFlash is large enough to hold the image, and no other error occurs during
the copy, a success dialog will be presented, as shown in Figure 1-47.
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(] USB Device Flasher x

Flashing image to USB device.

—Current Progress

The image has been flashed to a USB device.

—Overall Progress

Initialized partition table on /dev/sdc. (]
Created file systems on /dev/sdc. |:|

Copied image to /dev/sdc.

Installed grub bootloader on /dev/sdc.

You may now safely remove the USB device from the system.
Done.

Figure 1-47 Flash Copy Completed

Once the copy has completed successfully the CompactFlash can then be placed onto the
intended target board and the board can be reset to boot into a fresh RedHawk installation.
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Deploy to Virtual Machine

To deploy a target root file system image to a virtual machine image which can be booted
in a virtual machine, click on the Virfual Machine button. This will display the
Deploy to Virtual Machine page, as shown in the following figure.
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Figure 1-48 Deploy to Virtual Machine Page

The Deploy to Virtual Machine Page defaults to the Make a virtual machine
disk image radio button selection. In this mode, pressing the Make Disk Image
button will simply create a virtual machine image file from the session’s root file system
image. The name and location of the virtual machine image file created can be customized
using the Directory and File Name text fields, and the directory Browse button.

Selecting the Boot a virtual machine with QEMU radio button allows you to
boot a virtual machine image directly on the host using the QEMU PC System Emulator.
Choose the virtual machine image using the VM Disk Image 1o Booft text field or
the file Browse button.

Selecting the Synchronize the current target system image with a
VM disk image radio button allows you to perform file synchronization between the
target system image and the virtual machine disk image in both directions:

* Choose Update target system image with files from VM
disk immage and press the SYNC button to import into the target system
image all file changes that have been made inside the booted virtual
machine image.
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* Choose Update VM disk image with files from target
system image and press the SyNC button to export all file changes
that have been made in the target system image into the virtual machine
disk image. The exported changes will be visible in the virtual machine
disk image the next time it is booted using QEMU.

These two synchronization features provide additional flexibility for customizing a target
system image. Image customization can now be accomplished inside a booted virtual
machine, and this customization is very natural as the environment closely resembles the
final booted environment that will be available on the actual target hardware.

Install via DVD media

To create a bootable DVD media that will install the target root file system image into a
target system, select DVD Installer from the toolbox on the left side of the RedHawk
Architect main window. This will display the Deploy Image via Installation
DVD page, as shown in the following figure.
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Figure 1-49 Make Installation DVD Page

Choose Make one installation DVD to directly burn a DVD that will install the
target root file system image onto DVD media. No ISO image will be saved on disk in this
mode.

Choose Make an ISO image for the installation DVD to create an ISO file

that contains an installer image. This ISO image can be later burned to DVD, or it may be
useful with other tools or for long term storage.
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Choose Burn an existing ISO image to DVD to burn a previously created ISO

image to DVD media.

Install via USB drive

1-46

To create a bootable USB drive that will install the target root file system image into a
target system, select USB Installer from the toolbox on the left side of the RedHawk
Architect main window. This will display the Deploy Image via Installation

USB Stick page,

File Edit Tools Help

w=wss USB Device
virtual Machine

E Y
'\:/‘- DVD Installer

|{ USB Installer

\g PXE Installer
g PXE Diskless

as shown in the following figure.
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Figure 1-50 Mak

Press the Make Installation USB Stick... button to write a bootable installer image

to an attached USB

Choose Automatically install image to disk when USB stick is
booted to create a USB stick that will install the target root file system image onto a

e Installation USB Stick Page

drive.

target board’s local media without any prompting or user interaction.

This will destroy any data on the target system’s local media
whenever booted into a target system and therefore this should be
used carefully; however, it is useful on systems without an
attached console display or configured and connected serial con-

sole.

NOTE



RedHawk Architect User’s Guide

Installing via PXE over a Network

RedHawk Architect can deploy a root file system image to a target system over an
Ethernet network connecting the host machine to the target machine. Installation of the
root file system is performed by first creating a PXE-bootable installation image. A target
machine can boot this installation image via PXE, which will then remotely copy the root
file system image into the target’s local drive media.

This deployment method does not require the preparation of any removable installation
media and it is often the fastest installation deployment method, however it does require
some initial networking configuration on both the host and target systems.

NOTE

Various host system networking services must be properly config-
ured before attemting to deploy a PXE-bootable installation image
for the first time. If you have not configured the host networking
services yet, you will need to invoke the PXE Target Man-
ager and choose to Initialize PXE Services. See “Man-
aging PXE Targets” on page 3-8 for more information.

To create a PXE-bootable installation image that will install the target root file system
image over a network into a target system, select PXE Installer from the toolbox on the
left side of the RedHawk Architect main window. The Deploy via PXE
Installation page will then appear, as shown in the following figure.
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1-48
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Figure 1-51 Make PXE Installation Image Page

Choose the PXE/DHCP Device network interface that the target system will use for
communicating with the host. The target hardware must be configured to perform a PXE
broadcast on this network interface at boot time.

Verify that the Automatically install image to disk when target
system is PXE-booted checkbox is checked to have the target perform installation
non-interactively. If this checkbox is not checked then the target will first display a menu
and a user must press a key before the installation will begin.

Enter a PXE Image Name for the installation image that will be created. Each
installation image must have a unique name to identify it, though the names can be
arbitrarily chosen by the user. Multiple images may be created and shared between targets.
See “Managing PXE Images” on page 3-4 for more information.

Press Make PXE Installation Image to begin building the named PXE
installation image. The PXE Installation Image Builder dialog will appear as shown in the
following figure.
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PXE Installation Image Builder

Building PXE installation image (test).

— Current Progress

Packing image directory.

— Overall Progress

View:

o

Figure 1-52 PXE Installation Image Builder Dialog

NOTE

The PXE installation images are placed under a directory named
architect which must reside under the system’s tftpboot direc-
tory. The tftpboot directory defaults to /var/lib/tftpboot.
While this directory is configurable, at this time the Architect tool
only supports the default location.

Packing the PXE installation image will take several minutes. Once complete the PXE
Installation Image Builder dialog will appear as shown in the following figure.
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PXE Installation Image Builder

Building PXE installation image (test).

~Current Progress

The PXE installation image has been built.

~Overall Progress

Packed image directory.
Created PXE-boot installation files.
Done.

Figure 1-53 PXE Installation Image Building Complete

Press OKay to dismiss the dialog.

Once the PXE installation image is successfully built you can use the PXE Target
Manager to schedule installation of the image for specific targets. See “Managing PXE
Targets” on page 3-8 for more information.

Booting Diskless via PXE over a Network

1-50

RedHawk Architect can deploy a root file system image to a diskless target system over an
Ethernet network connecting the host machine to the target machine. This is done by first
creating a PXE-bootable diskless image. A target machine can boot this diskless image
via PXE, which will then mount the root file system image via NFS.

This deployment method does not require any local drive media to be present on the target
system; any local drive media that is present on the target will be untouched and ignored.
However, the host must be able to communicate with the target for the duration of the time
the target is booted. This method also requires some initial networking configuration on
both the host and target systems.

To create a PXE-bootable diskless image that will mount the target root file system image
via NFS on a target system, select PXE Diskless from the toolbox on the left side of the
RedHawk Architect main window. The Deploy to Diskless Systems page will
then appear. Note that the first time that you select the PXE Diskless deployment
method you will be presented with the initial page shown in the following figure:
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Figure 1-54 Initial PXE Diskless Deployment Page

Thus, before you can create PXE diskless deployment images you must press the
Initialize PXE Services... button. See “Initializing PXE Services” on page 3-1 for
more information. Once you have initialized the PXE Services the complete page will
appear as shown in the following figure.
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Figure 1-55 PXE Diskless Deployment Page

Choose the PXE/DHCP Device network interface that the target system will use for
communicating with the host. The target hardware must be configured to perform a PXE
broadcast on this network interface at boot time.

Choose the Kernel to Booft for the target. This will default to the kernel that has
already been chosen as the default in the Kernel Manager, however a diskless image
may specify a different default if desired.

Enter any Extra Kernel Options that you would like to use for the diskless image.
All kernel parameters specified here will be appended to the kernel’s boot-time options.
See the kernel -parameters. txt file in the kernel source Documentation directory
for a complete list of the standard boot options.

Modify the BoOt Timeout count to change the number of seconds the boot menu will
be displayed before the diskless image will start booting. Increase the timeout if you wish
to have more time to interrupt the boot menu to choose different kernels or boot options.

Enter a PXE Immage Name for the diskless image that will be created. Each diskless
image must have a unique name to identify it, though the names can be arbitrarily chosen
by the user. Multiple images may be created and shared between targets. See “Managing
PXE Images” on page 3-4 for more information.

Press Make PXE Diskless Image to begin building the named PXE diskless image.
The PXE Diskless Image Builder dialog will appear as shown in the following figure.
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o PXE Diskless Image Builder x

Building PXE diskless image (test).

~ Current Progress

Copying image directory.

—Overall Progress

View:

so

Figure 1-56 PXE Diskless Image Builder Dialog

NOTE

The PXE diskless images are placed under a directory named
architect which must reside under the system’s tftpboot direc-
tory. The tftpboot directory defaults to /var/lib/tftpboot.
While this directory is configurable, at this time the Architect tool
only supports the default location.

Creating the PXE diskless image should take several minutes. Once complete the PXE
Diskless Image Builder dialog will appear as shown in the following figure.

1-53
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PXE Diskless Image Builder

Building PXE diskless image (test).

~Current Progress

The PXE diskless image has been built.

~Overall Progress

Copied image directory. ‘

Configured diskless image.
Done.

Figure 1-57 PXE Diskless Image Building Complete

Press Okay to dismiss the dialog.

Once the PXE diskless image is successfully built you can use the PXE Target
Manager to configure diskless booting of the image for specific targets. See
“Managing PXE Targets” on page 3-8 for more information.

Note that before you can boot a PXE diskless deployed image you must initialize PXE
services. See “Initializing PXE Services” on page 3-1 for more information.

Editing an Existing Session
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A session can be saved at any time and loaded later to continue work on a file system
image.

To save the current session click on the Save Session icon 3 or on Save Session in
the File menu. Selecting SQve Session As in the File menu displays a file selection
dialog and allows you to save the current session using a different name.

To make a copy of the current session click on the Duplicate Session icon %4 or on
Duplicate Session in the File menu. Duplicating a session makes a copy of the
current session and optionally copies an existing image to go with it.

To load an existing session, click on the Open Session icon /4 or on Open Session
in the Fil© menu. You may also click on the Open button from the opening dialog when
Architect first starts.
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Importing 1ISO Images

This chapter describes how to create or import on-disk ISO images to dramatically speed
up and virtually automate target file-system image creation.

Importing ISO Images

Normally when bulding a target file-system image the user is prompted to insert various
optical media discs containing the software that is required in order to create the initial
target file-system image. If only one or two images are being produced, manually inserting
optical media is generally acceptable.

However, if the user is generating and maintaining several different target file-system
image configurations, it is often preferable to create on-disk ISO images of the various
optical media discs. To accomplish this, select the Media ISO Manager item in the
Tools menu, or click the Import ISO Images button on the Build Image page,
and the following dialog will appear.

Media ISO Manager x

The RedHawk installation media can be imported to the local hard disk as ISO images. This
allows Architect to build target system images more quickly, without prompting for installation
4 media.

150 images may be imported either by ripping them from media, or by using existing 150 image files
already on your hard disk:

® Import I150s by ripping from media

) Import 150s by copying existing 1S0 files on disk

) Import 150s by symbolically linking to existing 1SO files on disk

Select a RedHawk release: |§RedHawk 6.3 (Cent0S) |v]

—Media
CentOS 6.3 Updates (6.3) | mport | [ Detere |
RedHawk Linux OS (6.3) | mport | [ Delete |
RedHawk Linux FBS (6.3) [ Import l [ Delete l
NightStar RT (4.3 or newer) [ Import l [ Delete l
Software Updates for RedHawk Systems [ Import l [ Delete l

Media IS0 directory: fvar/lib/architect/ISOsfredhawk6.3 ) Refresh

Figure 2-1 Import ISO Images Dialog

There are three different methods that can be used to import ISO images:
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¢ Import ISO images directly from manually inserted optical media
¢ Copy ISO images from already existing ISO image files
¢ Link ISO images to already existing ISO images files

These various methods will be described in the following sections.

The user can import different sets of ISO images for different RedHawk release versions;
use the Select a RedHawk release pull-down menu to select which version of
RedHawk to import ISO images for.

In addition, different import methods can be used within a specific RedHawk release. For
example, it is possible to use one import method to import the Red Hat ISO images and a
different import method to import the RedHawk and NightStar ISO images. All
combinations are valid.

Importing ISO Images From Optical Media

2-2

To use this method select the Import ISOs by ripping from media import
method and then press the IMPOrT button to begin the import process. A dialog similar to
the following dialog will be displayed.

Media ISO Image Ripper X

Ripping ISO images from media.

—Current Progress

Ripping ISO image file(s) for RHEL 6.3 Updates Workstation (6.3):

Architect

\@ Please insert the RHEL 6.3 Updates Warkstation (Version 6.3) DVD.

Abort

—Overall Progress

View: | Status Ei

Figure 2-2 Rip ISO Images From Media

At this point the correct optical media disc for the requested item should be manually
inserted into the host system’s optical media tray. Once the optical media has been
inserted, press OK to begin copying the ISO image from the optical media onto the host
system’s hard-drive. Various status messages will be displayed as the copy progresses.
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Copying ISO Images From Existing 1ISO Images

To use this method select the Import ISOs by copying existing ISO files
on disk import method and then press the IMpPOTrt button to begin the import process.
A file selection dialog similar to the following dialog will be displayed.

Look in: [E!mot |'] QO O0RA B

[ computer | |3 Desktop
B Documents
¥ Downloads
9 architect | | B8 Music

™ Pictures
9 Public

B rpmbuild
¥ Templates
B videos

root

File name: ||
Files of type: | 1SOs [*.is0) [-]

4

Figure 2-3 Copy ISO Image File Selector

Navigate the file selection dialog to the appropriate directory, select the ISO image and
then press the Open button. This will begin the process of copying the ISO image file
into Architect’s /var/lib/architect/ISOs directory. Once the copy is completed,
the ISO image file that was copied is no longer needed and can be removed if necessary.

Linking To Existing ISO Images

To use this method select the Import ISOs by symbolically linking to
existing ISO files on disk import method and then press the Import button to
begin the import process. A file selection dialog similar to the following dialog will be
displayed.

2-3
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Look in: [Efroot |'] o 2O 0@ [=]

E computer (5 Desktop
Documents

root B Downloads

9 architect | |8 Music

B Pictures
B Public

= rpmbuild
[ Templates
B videos

File name: ||

Files of type: [1S0s (*.is0) [~

4

Figure 2-4 Symlink To ISO Image File Selector

Navigate the file selection dialog to the appropriate directory, select the ISO image and
then press the Open button. This will immediately create a symbolic link to the selected
ISO image file. The symbolic link will be created and placed inside Architect’s
/var/lib/architect/ISOs directory. Once the copy is completed, the ISO image
file that was linked to must be preserved and kept at the exact same file-system location in
order for Architect’s symbolic link to be valid.

NOTE

Architect will detect if it has symbolic links to ISO image files
that have been erroneously removed and ISO image will no longer
be shown as a valid ISO image in the list of imported ISO images.

If this happens, the ISO image must be imported again to be valid,
otherwise Architect will prompt for the corresponding optical
media disc during any subsequent target file-system image builds.

Deleting Imported ISO Images

2-4

Previously imported ISO images can be deleted at any time by pressing the Delete
button of the corresponding ISO image. This is not generally necessary, but can be done in
order to save disk space or to recover from the rare case of a file corruption.
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PXE Management

This chapter describes how to manage PXE resources on the host and how targets in your
network environment will use these PXE resources.

Enabling PXE on Targets

The Preeboot eXecution Environment (PXE) provides a method for booting target systems
using a network interface, without the requirement of having access to any local storage on
the target system.

To use PXE, targets must first be configured to perform a PXE broadcast during boot. To
enable the PXE broadcast perform the following steps:

1. Reboot the target and stop the system immediately after POST (Power-On
Self-Test), normally by pressing Delete or F2, to get into the BIOS settings
menu.

2. Each kind of computer has a slightly different BIOS settings menu, how-
ever the general rule is to navigate to the ‘PCI Device’ or the ‘Integrated
Devices’ section of the BIOS menu and enable PXE boot on the first Ether-
net interface that is present. Ensure that the chosen interface is connected to
a switch that is present on the same network as the host system.

3. Record the MAC address of the target’s Ethernet interface for later use with
Architect’s PXE Target Manager dialog. See “Managing PXE Targets” on
page 3-8 for more information.

NOTE

Some older BIOSes do not provide an option to boot with PXE.
The Etherboot utility can be used instead, however Concurrent
does not support this configuration. See http://etherboot.org for
more information.

Initializing PXE Services

Various PXE-related services on the host system need to be properly initialized before any
of the PXE-based image deployment methods can be used. To initialize these services,
click on PXE Target Manager in the TOOIS menu and you will be presented with
the following dialog.


http://etherboot.org
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PXE Target Manager x

& PXE services have not yet been initialized on this host.

PXE services must be initialized before any target systems can be configured for PXE installation or diskless booting.

i |nitialize PXE Serulces...é‘

3

Click the "Initialize PXE Services..." button to initialize PXE services now.

Figure 3-1 PXE Target Manager Unitialized

Press Initialize PXE Services... to begin initializing the PXE services and you will
then be presented with the following dialog.

Initialize PXE Services x

This process will initialize all services needed to perform PXE installations or diskless booting
from this host. This includes enabling the DHCP, TFTP, and NF5 network services.

—PXE Services Options

This host has multiple network interfaces configured on different subnets. Choose the
subnet you wish to use for PXE installations and diskless booting.

i10.134.30.0/255.255.255.0'
() 192.168.100.0/255.255.255.0

[%] Automatically configure DHCP on this host

’ X cancel l [ o Apply l

Figure 3-2 Initialize PXE Services Dialog

First, choose the network subnet that you wish to use for all PXE communications
between the host and its targets. If only one subnet is available a choice cannot be made,
however the information is still presented so that the user can verify that the subnet is the
desired subnet.

By default DHCP services will be automatically configured and enabled on the host, and
this is the recommended approach. However if another DHCP server already exists on the
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chosen subnet you will need to uncheck Automatically configure DHCP on
this host or the two DHCP servers will conflict with each other. In this case, you will
need to manually merge the DHCP configuration files generated by Architect on the host
with those of the actual DHCP server. See “Manual DHCP Configuration” on page A-1
for more information.

Once these settings are correct for your environment click ApPpPIly and the following
dialog will appear and display the initialization progress.

PXE Services Initializer

Initializing PXE services.

—Current Progress

Initializing PXE services:

Setting up the /var/lib/tftpboot/architect directory.

Creating DHCP configuration (/etc/dhcp/architect/dhcpd.confl.
Unhooking from DHCP server configuration (/etc/dhcp/dhcpd.conf).
Stopping the dhcpd service.

Starting the xinetd service.

Starting the nfs service.

1

Overall Progress

o

Figure 3-3 PXE Services Initializer Dialog

Once the initialization has completed successfully you will see the following displayed in
the dialog.

3-3



RedHawk Architect User’s Guide

PXE Services Initializer

Initializing PXE services.

—Current Progress

PXE services have been initialized.

—Overall Progress

Initialized PXE services.
Done.

Show Output Log

Figure 3-4 PXE Services Initializer Done

Press OKQYy to return to the main PXE Target Manager window. At this point the host is
now configured with the required networking services to enable PXE image deployments.

Managing PXE Images

34

Root file system image deployments that have been created with the PXE Installer and
PXE Diskless tools in RedHawk Architect’s Deploy Image toolbox are resources
that can be inspected and managed with the PXE Image Manager.

Select PXE Image Manager from the TOOIS menu to access the PXE Image
Manager. If no PXE images have yet been deployed you will be presented with the
following empty dialog.
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PXE Image Manager x

Installation Images: Diskless Images:

Figure 3-5 PXE Image Manager

The PXE Image Manager will remain empty until PXE images are deployed using the
PXE deployment tools in the Deploy Image toolbox.

PXE Installer Images

The PXE Image Manager lists all of the installation images that have been deployed by the
PXE Installer tool. The following dialog shows an example of the PXE Image Manger
with deployed installer images.

PXE Image Manager x

Installation Images: Diskless Images:

control-center
menitor-primary
moenitor-secondary

Date Created: Wed Nov 28 17:25:25 2012 &) Refresh
Session File: (none) =

Image Path: jvar/libfarchitect/images/analyzer

[ . Edit ] [ i Delete ]

Figure 3-6 PXE Image Manager with Installation Images
Each PXE installation image that is created using the PXE Installer deployment

method is effectively a snapshot in time of the root file system image being managed
during an Architect session. These images can be inspected and/or individually removed.

3-5
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Selecting an installation image from the list will display the following details about the
image:
¢ The date the installation image was deployed

¢ The session file that was being used at the time of deployment; if the
session has not yet been saved the string None will be displayed instead

¢ The path of the root file system image that was deployed in the image

To delete an installation image, first select it in the list and then press the Delete button.
You will be presented with a dialog asking for confirmation and simply press YES to
delete it.

To edit the attributes of an installation image, first select it in the list and then press the
Edit button. You will be presented with a dialog allowing you to modify several attributes
of the installation image including:

e The PXE/DHCP Device that the installation image should use for all
PXE and DHCP network traffic.

* The Automatically install image to disk when target is
PXE-booted checkbox.

Press OK to apply any changes made to the attributes of the installation image.

The Refresh button will refresh the list to match the resources currently on disk,
however refresh is only useful if multiple copies of Architect are being used
simultaneously to create and manage PXE installation images.

Press ClOS€ at any time to dismiss the dialog and return to the Architect main window.

PXE Diskless Images

3-6

The PXE Image Manager lists all of the diskless images that have been deployed by the
PXE Diskless tool. The following dialog shows an example of the PXE Image Manger
with deployed diskless images.



RedHawk Architect User’s Guide

PXE Image Manager X

Installation Images: Diskless Images:

recorder

system-test

Date Created: Wed Nov 28 17:39:32 2012 @2 Refresh
Session File: (none) =

Image Path: fvar/lib/architectfimages/recorder

| . Edit | | § Delete |

Figure 3-7 PXE Image Manager with Diskless Images

Similar to PXE installation images, PXE diskless images created using the PXE
Diskless deployment method create a snapshot in time of the root file system image
being managed. These images can be inspected and/or individually removed.

Selecting a diskless image from the list will display the following details about the image:

¢ The date the diskless image was deployed

® The session file that was being used at the time of deployment; if the
session has not yet been saved the string None will be displayed instead

¢ The path of the root file system image that will be accessed by the image

To delete diskless image, first select it in the list and then press the Delete button. You
will be presented with a dialog asking for confirmation and simply press YES to delete it.

To edit the attributes of a diskless image, first select it in the list and then press the Edit
button. You will be presented with a dialog allowing you to modify several attributes of the
diskless image including:

e The PXE/DHCP Device that the diskless image should use for all
PXE and DHCP network traffic.

¢ The Kernel to Boot for the diskless image.

* Any Extra Kernel Options for the diskless image’s kernel to use.

* The Boot Timeout for the diskless image’s boot menu to use.
Press OK to apply any changes made to the attributes of the diskless image.

The Refresh button will refresh the list to match the resources currently on disk,
however refresh is only useful if multiple copies of Architect are being used
simultaneously to create and manage PXE diskless images.

Press ClOS€ at any time to dismiss the dialog and return to the Architect main window.

3-7
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Managing PXE Targets

Adding Targets

Root file system image deployments that have been created with the PXE Installer and
PXE Diskless tools in RedHawk Architect’s Deploy Image toolbox are resources
that can be assigned to targets using the PXE Target Manager.

Select PXE Target Manager from the TOOIS menu to access the PXE Target
Manager. If no targets have yet been added you will be presented with the following dialog
showing an empty list of targets.

PXE Target Manager x

Hostname | IPAddress | MACAddress | NextBoot | Last PXE Installation |

IQ Add Target... l [- Remove Targetl

., Edit Target] [n Add Multiple Targets... &) Refresh

[ View DHCP Conﬁguratlonl [-l! Reinitialize PXE Serwces...l

No PXE targets have been configured.

Figure 3-8 PXE Target Manager

The PXE Target Manager’s target list will remain empty until targets are added using one
of the Add buttons below the list.

All targets that will be using PXE installation images and/or PXE diskless images must
first be added to the PXE Target Manager. Targets can be added either individually or in
groups, and these two methods are described in the following sections.

Adding Single Targets

3-8

A single target can be added to the PXE Target Manager by pressing the Add Target...
button on the PXE Target Manager dialog. The following dialog will be shown.
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Configure new PXE target system.

Hostname: |

IP Address: |

]

MAC Address: |

|

On Next Boot

® Boot local disk

) Install local disk with

[j]

[ ¢ 0K ] [xr:ance|]

Figure 3-9 Add PXE Target Dialog

Enter the hostname, IP address and MAC address of the target in the corresponding fields.

In the ONn Next Boot area of the dialog, choose the desired target behavior that it will
perform after its next reboot and subsequent PXE broadcast. The following behaviors are

supported:

* Choose Boot local disk to have the target simply boot from its local

disk upon next reboot.

* Choose Install local disk with and select a PXE installer image
from the pulldown to have the target install the local disk with the selected
PXE installer image upon next reboot. This option is only available if PXE
installer images have previously been deployed; see “Installing via PXE
over a Network” on page 1-47 for more information.

* Choose Boot diskless with and select a PXE diskless image from the
pulldown to have the target boot disklessly with the selected PXE diskless
image upon next reboot. This option is only available if PXE diskless
images have previously been deployed; see “Booting Diskless via PXE
over a Network” on page 1-50 for more information.

Press OK to add this target to the PXE Target Manager and dismiss the dialog.

After targets have been entered the PXE Target Manager will look similar to the following

example:

39
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PXE Target Manager x

Hostname IP Address MAC Address Next Boot Notes

10.134.30.11 00:1B:21:D8:51:0C install (analyzer)

ccenter 10.134.30.17 84:2B:2B:9E:6E:1B install (control-center)
monitorl 10.134.30.64  00:23:AE:D9:1C:AF local
maonitor2 10.134.30.65 00:02:AC:55:88:A9 local
recorder 10.134.30.72 00:80:8E:02:9A:92  diskless (recorder)

4p Add Target... | | == Remove Target | | - Edit Target| | %, Add Multiple Targets... ) Refresh
l | J{ ||

[ _ View DHCP Conﬁguraticnl [_:!E Reinitialize PXE Servicej...l

2 targets set to be installed on next PXE boot.

Figure 3-10 PXE Target Manager with Targets

When you are finished adding targets press the ClOS€ button to return to the Architect
main page.

Adding Multiple Targets

3-10

Multiple target can be added to the PXE Target Manager by pressing the Add
Multiple Targets... button on the PXE Target Manager dialog. The following dialog
will be shown.

Add Multiple PXE Targets X

‘You may configure multiple new PXE target systems at one time.

These targets will be configured with IP addresses from a range of contiguous addresses on the PXE
subnet (10.134.30.0/255.255.255.0). Hostnames for the targets will be generated automatically.

Starting IP Address: On Next Boot

How many targets would you like to configure? s ® Boot local disk
Base Hostname: (0 Install local disk with: n
— O Boot disklesswith: [ [+]

Hostname IP Address MAC Address

[ & OK l [XCancell

Figure 3-11 Add Multiple PXE Targets Dialog

Enter the starting IP address in the corresponding field. This will be the address of the first
target in the target group, and each additional target will simply increment this setting by
one IP address.
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Choose the number of targets to configure in the corresponding field. You can configure
up to 256 targets simultaneously using this interface.

Enter the hostname prefix to be used for all targets in the Base Hostname field. This
prefix will be used for the start of each hostname generated and a unique integer suffix will
be appended for each target.

In the On Next Boot area of the dialog, choose the desired target behavior that it will
perform after its next reboot and subsequent PXE broadcast. See the discussion of ON
Next Boot above on page 3-8 for more information.

Once the desired settings have been entered, click the APPIY button. A dialog similar to
the following will be shown:

Add Multiple PXE Targets b4

You may configure multiple new PXE target systems at one time.

These targets will be configured with IP addresses from a range of contiguous addresses on the PXE
subnet (10.134.30.0/255.255.255.0). Hostnames for the targets will be generated automatically.

Starting IP Address: | 10.134.30.1 On Next Boot

How many targets would you like to configure? E ® Boot local disk
Base Hostname: O Install local disk with: [ [+]
O Boot diskless with :B

Hostname IP Address MAC Address
target-001 10.134.30.1

target-002 10.134.30.2

target-003  10.134.30.3

target-004 10.134.30.4

target-005 10.134.30.5

target-007  10.134.30.7

target-008 10.134.30.8

target-009 10.134.30.9

|
[
[
[
[
target-006  10.134.30.6 [
[
[
[
[

target-010 10.134.30.10

[ & oK HXCanceIl

Figure 3-12 Add Multiple PXE Targets after Apply

Pressing APPIY caused the dialog to generate hostname entries for all of the requested
targets. Enter the MAC address of each target into its corresponding MAC Address
field.

311
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NOTE

Entering MAC addresses here is highly recommended, however it
is not strictly necessary if you are not using Architect to directly
manage DHCP services; in that case you can leave them blank.
See “Manual DHCP Configuration” on page A-1 more more
information.

Removing Targets

Editing Targets

312

To remove a target that is currently being managed by the PXE Target Manager first select
the target hostname in the list and then press the Remove Target button. You will be
presented with a confirmation dialog. Press YES to remove the target. Note that the target
can be again added at any time if desired.

To change the settings for a target currently being managed by the PXE Target Manager
first select the target hostname in the list and then press the EAit Target button. You
will be presented with a dialog similar to the following:

Edit PXE Target x

Editing target 'analyzer'.

Hostname: [analyzer ]

IP Address: [10.134.30.1|

MAC Address: | 00:1B:21:D8:51:0C |

On Mext Boot

() Boot local disk
® Install local disk with:
(O Boot diskless with [j]

[ & OK ] [XCanceI]

Figure 3-13 Edit PXE Target Dialog

With this dialog you can change the hostname, IP address and MAC address of the host.
You can also change the On Next Boot setting to change the behavior of the target upon
next reboot. Refer to the discussion of On Next Boot above on page 3-8 for more
information.

Press OK to apply these settings and return to the PXE Target Manager.
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Manual DHCP Configuration

This appendix describes how to add the required DHCP configuration for Architect PXE
targets to an active existing DHCP server configuration. It is preferable to allow the
Architect tool to administer DHCP by checking the box labeled Automatically
configure DHCP on this host, however if another DHCP server already exists on
the desired subnet you must follow the steps described in this section. Refer to
“Initializing PXE Services” on page 3-1 and also the dhepd . con£(5) man page for more
information.

The View DHCP Configuration button on the PXE Target Manager may be used
to view the required DHCP configuration for Architect PXE targets. The information
displayed may be cut and pasted into a text editor when editing the existing DHCP server
configuration.

Alternatively, the DHCP configuration files maintained by Architect may be viewed or
copied directly from the /etc/dhcp/architect directory on the host system where
Architect is installed. This directory contains two files: dhcpd. conf and dhcpd-
targets.conf. The dhcpd. conf file contains a subnet stanza with all required
DHCP parameters set for PXE targets and it will look similar to the following example:

subnet 10.134.30.0 netmask 255.255.255.0 {
option subnet-mask 255.255.255.0;
option broadcast-address 10.134.30.255;

server-name cholula;
next-server 10.134.30.166;
filename "architect/pxelinux.0";

use-host-decl-names on;
include "/etc/dhcp/architect/dhcpd-targets.conf";

}

In this example, the PXE subnet is the 10.134.30.0/24 subnet. The last line includes
all PXE target host declarations from the dhcpd-targets. conf file, which will look
similar to the following example:

host monitor2 {
hardware ethernet 00:02:AC:55:88:A9;
fixed-address 10.134.30.65;

}

host analyzer ({
hardware ethernet 00:1B:21:D8:51:0C;
fixed-address 10.134.30.11;
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}

host ccenter {
hardware ethernet 84:2B:2B:9E:6E:1B;
fixed-address 10.134.30.17;

}

host monitorl f{
hardware ethernet 00:23:AE:D9:1C:AF;
fixed-address 10.134.30.64;

}

host recorder ({
hardware ethernet 00:80:8E:02:9A:92;
fixed-address 10.134.30.72;

}

This configuration data must be added to the active DHCP server configuration file(s). On
most systems, the main DHCP configuration file is /etc/dhcp/dhcpd. conf.

Installing DHCP Configuration

A-2

The simplest way to add the Architect DHCP configuration to the DHCP server is to copy
the files from /etc/dhcp/architect on the Architect host to the same location on the
DHCP server host, and then add a single include line to the existing
/etc/dhcp/dhepd. conf file to include the Architect configuration. If creating the
/etc/dhcp/architect directory on the DHCP server host is not possible, you may
use any valid location on the file system; simply adjust the include lines accordingly.

To accomplish this perform the following steps:

1. Copy files from the Architect host to the DHCP server host. For example,
run this command on the Architect host:

scp -r /etc/dhcp/architect dhep server:/etc/dhcp
where dhcp_server is the name or IP address of the DHCP server host.

2. Include this configuration in the main DHCP server configuration file. Edit
/etc/dhcp/dhcpd. conf on the DHCP server host and add this line
near the bottom of the file:

include "/etc/dhcp/architect/dhcpd.conft";

Note that most DHCP servers allow multiple subnet stanzas to be defined for the same
subnet, each with different parameters defined within the scope of the stanza. Because of
this, you are allowed to have the PXE target systems declared within one subnet stanza,
and other DHCP clients or a dynamic IP address pool declared in another subnet stanza for
the same subnet.
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NOTE

You cannot have duplicate host declarations or reuse an IP address
or MAC address in different host declarations anywhere in the
entire DHCP configuration.

See the dhepd . conf(5) man page for more information.

A-3
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